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PREFACE

This report i1s mainly concerned with the temperatures in the
Antarctic ice sheet, and with their consequences. The Antarctic
Division's interest in this problem commenced with its collaboration
with the Meteorology Department, Melbourne University during the
IGY, when M. Mellor joined the Australian National Antarctic Research
Expedition (ANARE) to Mawson and obtained the first extensive set
of temperature-depth gradient measurements in the Antarctic. The
theory of these gradients was extended by Radok and developed in
collaboration with Jenssen into a series of computer studies, giving
ice temperature profiles for various conditions. The results of this
work were put to the test by further ANARE measﬁrements inland of

Wilkes (Casey), made early in the sixties by Budd and by A. Battye.

The problem received renewed consideration while Radok was
working at the Scott Polar Research Institute, Cambridge, as a Visiting
Fellow of Clare Hall in 1966. Theoretical developments by Budd and
computer advances by Jenssen then led to a major combined attack on
the problem. A summary of the first results was presented to the
International Symposium on Antarctic Glaciological Exploration at
Hanover, USA, in 1968. This meeting revealed a great intevest in the
many unknown physical characteristics of the Antarctic ice, and provided
the incentive for continued collaboration between the Meteorology
Department and the Antarctic Division, with the aim of determining the

best estimates of these characteristics from all the avallable data.

Some preliminary results of this work have already been
published, but this report presents the first full account of the
project to date and gives an indication of the future programme. Its
designation as "Mark I" is to indicate that updated versions may be

produced, as new information becomes available. To facilitate such



xiii

updating, and also intercomparisons of the results, the principal maps
are provided both in the text and as a larger-scale loose-leaf set

attached to the report.

The extensive data reductions have invelved a great deal of
work for which we are indebted mainly to Frangoise Jardel Boronkay,
Jim Fletcher and Tim Jacka. We are equally appreciative of the drafting
of Danka Dragosavlevic, who prepared the final version of the 36 maps,
and of the typing of Susan Walker Moir. For their help, and for the
support of many other members of the Meteorology Department and the

Antarctic Division, we express our gratitude.

This report was published earlier as Publication

No. 18 of the Meteorology Department of the University of

Melbourne.
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ABSTRACT

A summary is presented of the results to date of a project aimed
at calculating various unknown physical characteristics of the Antarctic
TIce Sheet as a whole, from the data available. These characteristics
include the temperature and veloci{y distributions, the age of the ice,
the particle paths and patterns of flow, and the state of balance. The
data used and the computed vesults are presented by a sepries of 36
plan maps of the Antarctic and a selection of vertical profiles along

flowlines.

The velocity and temperature of the ice sheet are related through
the flow law of ice. Howevep, none of these three are well known for
the Antarctic. Hence the first approach has been to examine the
consequences of assuming the ice sheet is in a steady state with zero

net balance.

The data includes measurements of the ice surface elevation,

ice thickness, lce accumulation rate, and surface mean temperature.

The large scale dynamics and thermodynamics of ice sheets are
discussed and procedires are given to determine first the balance
velocity from continuity, then the temperature distribution from the
heat conduction equaticn, and fihally a "dynamics" velocity from the
Flow law, as a check on the assumed balance velocity. A number of results
are determined directly from the balance velocities such as strain rates,

particle paths, ages, residence times, and volume outflow.

The solution of the heat conduction equation is examined for
a number of different models, approximating the Antarctic ice sheet to
varying degrees of compléxity. The two major models represent the
solution for a vertical column and for a two-dimensiocnal flowline section.
The inputs for these vequire the heat flux at the lower boundary, which
involves geothermal heat flux and frictional heating. Maps are therefore
also presented of basal shear stress, and the calculated basal temperature

~gradient.



XV

At the upper boundary the column warms as it moves outwards
to the coast. Maps of this warming are given, along with other aids
to allow quick approximate graphical computations of the temperature

profiles.

The computer solutions of the heat conduction equations for
both major models are explained in detail, and examples are presented

of the computer's numerical output.

The output is examined for a number of complete coverages
of the Antarctic with 300 fixed columns, using a range of different
input data. The basal temperatures are compared with the output of
the main coverage from 53 flowlines, for the "balance" input. The
variation of the base temperatures and melt rates with the unknown

input values of geothermal flux and the state of balance is examined.

Many by-products from the temperature profiles are mapped,
such as: surface temperature-depth gradients, the depth of the minimum
temperature, mean temperature of the column, dielectric absorption and

radar attenuation, and the dynamics velocity.

A number of 2~dimensional sections along the flowlines are
presented to show particle paths and ages (isochrones), isotherms,
temperature-depth profiles, dielectric iso-absorption lines, and
dynamics velocity profiles. These dynamics velocities show a
reasonable agreement with the input balance velocities in form, but
with some anomalies and somewhat lower magnitudes. The lower magnitudes

gupport the conjecture of a positive mass budget for the Antarctic.

Finally an outline is given of the proposed updating of the
present output, and of future programs which aim at providing improved
output from more sophisticated calculations, based on a three dimensional
~grid system. A major aim of the future program is to relax the
assumption of steady state, to follow the response of the ice sheet

to long=term changes in the input data.



51.1

DERIVED PHYSICAL CHARACTERISTICS OF THE ANTARCTIC ICE SHEET

W. T. Budd, D. Jenssen and U. Radok

1. BACKGROUND - PURPOSE, AIMS AND PROBLEMS.

1.1. Philosophy of proiject.

One of the greatest problems of present-day analysis is to
determine readily the most important implications of the ever increasing
amount of measurement data. We must regard as a major capital investment
the development of technigues for the fapid absorpticn of the data and
the production of answers to specific gquestions about their implications.
This allows the present status of the measurements to be readily assessed,

and points the way to the most important measurements for the future.

Very little data was avallable for the physical characteristics
of the Antarctic ice sheet prior to the IGY. TYollowing this pericd of
intensive measurements however there soon appeared for the first time a
number of maps, although still partly blank, of valuable essential
information: ice surface elevation, ice thickness, surface mean temper-
ature, and accumulation rate, cf. Wexler et gl, Eds.(1962), Bentley et
al, (1964) and Odishaw, Fd.(196%). At that stage the data was still too
sparse to determine any of the more complex implications of the measure-
ments for the Antarctic ice sheet as a whole. Turther fraverses have
since then provided additional information allowing reasconably complete
data maps for the whole of the Antarctic to be constructed without rescrt
to too drastic interpolation. The comprehensive Soviet Atlas of the
Antarctic (Bakayev Ed. 1866) presents a valuable collecticn of these
complete data maps to that stage. Over the same period advances have
been made in computer technology which allow the absorption and analysis
of this data on a scale compatible with the density of the measurements

and in a reasonable time.

The analysis of ice temperatures by computer has progressed from
the study of single vertical profiles (Jenssen and Radok 1961) and flow

lines (Jenssen and Radok 13963) to the systematic exploration of solution
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fields (Radok, Jenssen and Budd 1970) and a broad-scale flow line
coverage of all of Antarctica with the simplest ice sheet model (Budd,
Jenssen and Radok 1970). Theoretical investigations of the dynamics
and thermodynamics of ice masses (Budd 1969) have reached the stage of
successfully interpreting isolated key observations,such as the deep
borehole measurements at Camp Century, Greenland (Weertman 1968) and
Byrd station, Antarctica (Gow, Ueda and GarTield 1968) in terms of
glaciological regime parameters (Budd et al, to be published). Thus
it appears well worthwhile to attempt an analysis of all available data
for the Antarctic ice sheet as a whole, even though there remain large

gaps in the data coverage.

The questions raised concerning the Antarctic ice sheet include:
How much ice is there, and how is it distributed?
What is happening to it at present - is the ice sheet growing or shrinking?
What is the history and age distribution of the ice?
How did the changes in the ice sheet come about, and what were the

asscciated changes in climate?

In order to answer these general questions we need to know the
surface elevation, ice thickness and surface temperature of the ice, and
the accumulation rate, plus the complete velocity distribution of the ice.
To calculate the velocity distribution from the flow law of ice we need
the stpess and temperature distributions. Now the temperature distribution
is in general time-dependent,which means that the history of the ice sheet
must be known. Hence we require not only data for the existing ice sheet,
but for the whole period of its history. This argument shows that it is
impossible to answer the general questions from the present data. However
it also highlights the point that with sufficient measured surface velocities
it may become possible to determine the ice flow law with such precision ,that
by a combined process the temperature distribution can be calculated together
with the velocity distribution. The history of change could then be studied
from prescribed input data of climate,i.e. accumulation and surface temper-

ature distributions as a functicn of time.

Alternatively an initial attack on the problem can be based on a
special simplified model of the Antarctic ice sheet,providing a first set of

results for comparison with reality. Then, provided the simplification has
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not caused departures from reality in the calculated values to be too
drastic, these departures may serve to show how much the hypothesised
simplification departs from reality, and thus provide a guide to

improved medels.

This is the procedure adopted here. We shall examine the special
case of a steady-state ice cap (leaving all data constant with time) with
a steady-state temperature distribution. From this assumption and the
avallable data we calculate the velocities for balance from mass continuity
considerations. We then calculate the temperature distribution from the
heat conduction equation, and finally examine this in terms of other data,
such as measurements of velocity, the flow law of lce, and isolated

observed temperature profiles.

This may be regavrded as the first phase or "Mark I" of a compreh-
ensive project on the Antarctic ice sheet. This first phase has been
ccmpleted and is summarised in this report. A corresponding study for

the Greenland ice sheet is under way.

With incomplete data one faces a large range of possible
implicaticns, worth considering, which follow from the various assumptions
made about the unknown elements. This imposes the need for Jjudicious
selection of those implications for study which on present evidence seem
most likely to lead neavest to reality. However the range of variation
of the implications is alsc of interest and suggests consideration of an
appropriate range of the unknown features. This leads to vast quantities
of output.,and again it is necessary to select just a few of the most
important vesults,to illustrate the possible range of variation to be

expected,

The aim here has been to present typical examples of the output
obtained, in order te indicate the power of the techniques and the scope
of the study. Many questions similar to those specifically answered
here could be answered by other additional diagrams. Such guestions will
be discussed later. It is hoped this work will provide food for further
thought about the purpese of the Antarctic measurements and the most

important specific answers being sought.
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1.2. GBSpecific aims.

Starting with the basic assumption of a balanced lce cap in
steady state we wish to determine a wide range of derived physical
properties of such an ice sheet which will enable this assumption to be

tested by many simple independent measurements.

Thus measurements of the surface velocity over the ice cap
provide a direct check of the assumed velocity distribution, once bore-
hole or other data has enabled the velocity profile, or average with
depth.,to be calculated. In the interior regions, where velocity measure-
ments may be difficult to obtain because of their small magnitudes, "flux
divergence calculations”" (cf. Mellor 1968) together with direct measure-
ments of strain rate provide a check on the balance and a determination

of the elevation change with time.

It will be shewn in section 4.1.9 that more sophisticated
calculations allow measured temperature profiles to be used to interpret
the present state of balance and history of the ice sheet more completely.
Even the measurements of temperature in the top few hundred metres of the

ice cap provide a valuable guide as to the present state of change.

Calculated age-depth relations can be checked by age determinations
with the down-hole sampling technigues described by Oeschger et al (1967).
Steady state particle paths and past accumulation rates can be checked by
stable isotope analyses of the ice cores, cf. Lorius (1968) and Dansgaard

and Johnsen (1969},

Cnce sufficient data of this kind have been cbtained ,to enable
estimates to be made of how the accumulation and temperature have changed
with time it will become possible to use a more precise assumption than
that of steady state for the input te the numerical ice sheet model. 1In
the meantime we shall examine the consequences of the steady state

assumption.

Our maln objectives will be to determine the veleccity and temperature
distributions throughout the ice and their derivatives. From the velocity we
can obtain the strain rates, the volume or mass flow, the particle paths,
the ages of the ice and its residence time in the ice sheet. From the temp-

eratures we can obtain the temperature gradients, the basal temperatures and
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melt rates, the dielectric propsrities and the flow parameters of the

ice. Many other general properties are derived as by-products of the

above general task.

The Following sections indicate the course of the calculations,

but first we examine the available data regquired for the input.

()
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2. THE MEASUREMENTS AND DATA MAPS.

2.1. Traverse routes and data coverage.

The voutes of the major Antarctic traverses which have
collected the basic data of ice surface elevation, ice thickness,

surface tempevature.and accumulation rate are indicated in Map (1/1).

1/t Traverse roules

Map 1/1. Traverse routes.

The major Antarctic traverse lines to date up to 1970 are

shown. Typically data on ice elevation, thickness, accumul-

ation rate, and surface mean temperature have been obtained

along these routes. The dotted lines indicate the more

recent traverses for which all the data was not available

at the commencement of this preject.
The full lines vrepresent the earlier traverses for which the data were
available at the commencement of this project, while the broken lines
indicate the more recent traverses for which some of the data was still
unpublished. The coarseness of the spacing of the traverse lines gives

some idea of the extent of extrapolation required for a complete coverage.
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The largest gaps are about 1,000 km and exist in the regions of Wilkes
Land and inland of the Lambert Glacier bhasin (for place names see
frontispiece Map). In addition to the major traverse lines indicated
here a number of aerial reconnaissance flights have provided additional
data on ice surface elevations, which have allowed the detailed elevat-

ion contours toc be extended to regions not covered by the traverses.

8ince the ice surface topography is to some extent related to
the bed topography, the ice thickness and bedrock structure have been
extrapolated following surface trends. This is expected to be satis-
factory for major large-scale variations, although the minor variations
will all be smoothed over. The other two parameters, surface temperat-
ure and accumulation rate, seem to have more gradual large-scale
variations which are also closely related to the large scale topography
and geographical locatlion. So again the hroad scale extrapolation is

expected tc be satisfactory for the present study.

The major aims of current Antarctic field programmes is to f£ill
in the large gaps in the present data, and as the new results become
available, updated versions of both input data and cutput calculations
will become possible. At the moment the coverage of West Antarctica is
reasonably adequate for the coarse resolution of the present study,
whereas by comparison the results for East Antarctica can only be expected
tc be accurate in the reglons where data exist, and to be speculative. in

the others.

With this basic data coverage the aim of the present project is
to obtain large scale regional variations and so for the present we
consider regional averages smcoothed over about 100 to 200 km. Variat-
ions on a smaller scale than this have been ignored. In particular, the
high variations occurring as the coast and mountain regions are approached
are avoided here by ceasing calculaticns when the ice thickness becomes

less than 500 m.
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2.2, Ice surface elevations.

The elevation contours used in this project are shown in Map (1.2).
This is taken from the frontisplece, a 1:20 108 scale map published by
the Australian Division of National Mapping with information received up
to 1965. Siance that time further data-for East &ntarctica have come from
the U.S. Queen Maud Land traverses,from the Soviet 1966, 1967, 1968
traverses in Enderby and Queen Maud Lands,and from the Japanese 1968 traverse
from Syocwa to the South Pole. The main difference between the present map
and the newer results appears to be that in the latter the 3,500 m contour
in Queen Maud Land is continuous with that around the highest point in East
Antapctica. Such an adjustment to the input data would cause corresponding
deviations in the derived results which must be kept in mind in their

evaluation.

Map 1/2., Elevation of ice surface E m

The Australion Division of National Mapping 1:20,000,000 map of the
Antaretic, 1965, has been used as basis for the ice surface elevations.
This map is similar to the eorresponding one in the Soviet Atlas of
Antaretica, differing from it mainly in the 3,500 m contour for
Dronning Maud Lend. The more reeent Japanese and Soviet traverses have
now elarified the contours in this vegions and introduced some changes
here although the broader seale features remain unaffected.
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For West Antarctica the 500 m contour spacing is somewhat
coarse in comparison with the detail of the measurements available.
Hence for ocur calculations in this region we have used more detailed
elevation data such as those of Shimizu (1964, Fig. 8). Again the
100 km smoocthing places the emphasis on the large scale variations to
the exclusion of finer detail, provided only by larger scale maps.
Since the obiject here is to provide, ir a compact form, an indication
of the major features of the Antarctic ice sheet as a whole, larger
scale maps become somewhat unmanageable, For future studies, however,
there will be a natural trend towards larger and more detailed maps as

more data become availlable.

The main features of note in the elevation contours is the
major high zone of about 4,000 m in central East Antarctica with the
contour levels decreasing, at first slowly, then more rapidly towards
the coast and the major ice shelf basins. In West Antarctica the
average elevation of the ice surface iz much lower. There are three
separate major high regions over 2,500 m: one in the central region
near the Whitmore Mountains, another near the coast close to the
Executive Committee Range, and the third in Palmer Land. An interest-

ing saddle point betwsen two major high zones occurs in Byrd Land.

It will be seen in Map (1/3)} that these surface contours to a
large extent reflect the major bedrock features, and from Map (2/1) that

they govern the major features of the ice flow patterns.
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2.3. Ice thickness.

The distribution of ice thickness over the Antarctic used
here is illustrated in Map (1/3). This map has been taken almost
directly from the corresponding Map (94) in the Soviet Atlas‘of
the Antarctic (Bakayev, Ed. .1966); however no attempt has been made

to preserve detail on scales less than 100 km.

Map 1/3. Ice thickness 7 Ikm

The 1:20,000,000 ice thickness map in the Soviet Atlas
of Antarctica has been the main source for this map.

The major features include the especially thick ice
(greater than 4,000 m) in central West Antaretica and
the interior of Wilkes Land. The central east Antarctic
ice sheet is comparitively thin over the Gamburtsev
Mountains region.

The sources of the data for the map basically are the traverses (full
lines) of Map (1/1) and have been discussed in detail by Kapitsa (1966).
Again the later traverses and aerial radio soundings of ice thickness,

e.g. Robin et al (1970), Bogorodskiy (1968), have provided additional
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information to that used here; however, the major large scale features
still retain their present form. West Antarctica has sufficient detail
for the present purpose, but for East Antarctica only the large features
on the scale of about 1,000 km and greater can be considered as reliable
and accurate. The extrapolation and interéolation used here however
provide a basis upon which later fine detail and deviations may be

compared or superimposed.

The most notable features are the very thick ice (over 4,000 m)
in FLast Antarctica inland of Casey (Wilkes) station and in central West
Antarctica (Byrd Land). FProm these regions the ice thickness typically
decreases towards the coast, the ice shelf basins and mountain ranges.
An important additional feature is the thin ice zone which exists in
central East Antarctica over the Gamburtsev Mountaing. These major
features of the ice thickness distribution tend to dominate many of

the patterns of the distribution of the derived characteristics.
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2.4, Bedprock elevations.

The broad scale bedrock elevations of the Antarctic are
illustrated in Map (1/4). This in effect represents the subtraction
of ice thickness (Map 1/3) from surface elevation (Map 1/2). The
map used here has been largely taken from the equivalent Map (66) in
the Soviet Antarctic Atlas {(Bakayev, Ed. 1966). The full lines
represent the regions above sea level, the line thickness increasing
with the height, while the broken lines indicate similarly the
regions below sea level., Where information is sparse the contours

have been dotted,

Map 1/4. Bedrock elevation b km.

The 1:20,000,000 mop of bedrock elevations frém the Soviet
Atlas of Antarctica has been the main source for this map.
The regions of major uncertainty are indicated by dotted
lines. Data from the U.S. Queen Maud Land traverse, the
Japanese South Pole troverse, and the Soviet Molodeznaya-
Novolazarevskaya traverse have wnot been included here.
Major features include the high regions of the Gamburtsev
Mountains in East Antaretica and the Transantarctic
Mountaing ,and depressions in Byrd Land and Wilkee Land as
well as towards the coast and in the major ice shelf basins.
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Kapitsa (1966) describes the basis for this map in detail. Since
then additional information, not included in Map (1/4), has come from the
U.5. Queen Maud Land traverses, the Soviet traverse from Molodezhnaya to
Novolazarevskaya via the Pole of Inaccessibility, and the Japanese Syowa-
South Pole traverse (Ishida 1970). More fecent detailed radio echo sound-
ing from the air has been carried out and described by Robin et al (1970)
and by Bogorodskiy (1%68). This important development suggests that in
the not too distant future we may expect to have continuous profiles over
the entire continent at about 100 km spacing. Such high detail will alliow
a more thorough investigation with the new analysis programmes to be
described in Chapter 8, For the present however we take the bedrock
elevations (Map 1/4) as the assumed input for this study and will refer
the cutput results to it. Where this map departs from reality the output
results can be expected to do the same. But again the representation

should be quite sound for the large scale features.

These major features are very important since they largely
determine where the original ice growth develops and thereafter dominate
the whole pattern of ice flow, It will be seen in Chapter 6 that other
derived features of the ice sheet are also closely related to the bedrock
patterns. The loose maps attached to this report allow the various
Teatures to be superimposed on a light table so that the relations

between them can be readily visualised.

One of the most striking features noticed from the bedrock map
is the sharp contrast between East and West Antarctica, separated by
the high ridge of the Transantarctic Mountains. FEast Antarctica shows
the typical features of a large continental shield dominated by the
Gamburtsev Mountains near its centre. The high Transantarctic Mountains
and the coastal mountains of Queen Maud Land act as blocking features to
the ice flow and thus cause high ice build up inland of them. The main
low features include the Lambert Glacier basin and a deep trench in

Wilkes Land.

West Antarctica by contrast represents a number of high peaks
separated by deep basins descending below sea level. These result in
& number of centres of ice flow and the interesting saddle point div-

ergence over the very deep trough in central Byrd Land.
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The bedrock Features of the Antarctic continent give it its
character. Their irregularity and the contrast beitween one region
and another provide the main source of variability in the derived
physical paramefers. By contrast the other data parameters, such as
ice elevation, accumulation rate and surface temperature, are much
gmoother on the scales considered here, but with dominant smooth trends

from the inland to the coast.
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2.5. Accumulation rate.

The pattern of the distribution of nourishment for the Antarctic
ice sheet is illusirated in Map (1/5). The contours represent the
measurements of the present-day mean annugl snow accumulation rate in cm
of ice equiwvalent per year. The bases for the map have been primarily
the Soviet Atlas of Antarctica (Map $61) and the accumulstion map of
Bentley et al, (1%64). Additional information for East Antarctica has come
from Cameron et al.(1968) and Battye (1984). For West Antarctica the
detailed accumulation map of Vickers (1966) has also been used. The recent
measurements of Gow (1970), Bentley et al.(1964), Picciotto et al.(1968),
Ishida (personal communication) suggest some of the earliier estimates of
inland accumulation rates tco have been somewhat high, and adjustments for

this have been made in the present map.

Mop 1/5. Accumulation rate A om ice/yr.

This accunulation map has been constructed from several sources
ineluding maps in the Soviet Atlas of Antarctica (961), the
American Geographical Society (Bentley et al 1964) and papers
by Vickers (1966, p.171) and Cameron et al (1968). The values
inerease generally from low values of about 2-3 om ice/yr in
central East Antarctica to over 30 ecm/yr wnear the coast.
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Most of the results represented here come from relatively shori-
term measurements over a few years. There is much less longer term
information available at this stage. Petrov and Barkov (1964) find a
slight measure of wvariation over the last half century. The study of
deep layers in the firn at South Pole (Giovinetto and Schwerdtfeger
1966), Wilkes S2 station (Cameron et al 1959) and the Byrd core (Bender
and Gow 1961) suggest that over the last few hundred vears the change on
the average has been small. Much data of this kind is required however to
build up a picture of not only the mean present-day accumulation rate

distribution but also its pattern of variation in time.

The main feastures of the present smoothed accumulation pattern is
a very low vegion in central East Antarctica with values down to 2.5 cm ice/
year. A general, Increasingly rapid, growth in accumulation rate occurs
towards the coast reaching at least 20 cm/vear, and, in some regions, up to
B0 cm/year. For this study the high variability near the coast as well as

the small regions of ablation have been smcothed over completely,

The general pattern of increasing accumulation towards the coast
together with decreasing ice thickness plays an important role in the
development of the temperature distribution in the ice, as will be shouwn

in Chapters 4 and 6,
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2.6. Ice surface mean temperatures.

The pattern of annual mean temperature over the surface of the
Antarctic ice sheet is illustrated in Map (1/6). Most of the data for
this map comes from measurements in the firn about 10 m below the
surface, At this depth the temperature is generally within about one
degree of the annual mean temperature therse. Loswe {1870) discusses
the relation between mean firn and mean air temperatures, which may

differ by a degree or so from one region to another.

Mop 1/6. Temperature of ice surface 6, -°C

This surface mean temperature map has been constructed from
several sources, including the maps of the Soviet Atlas of
Antaretica (96I11), the American Geographical Societ Map
Folio (Bentley et al (1864)) and papers by Shimizu (1864),
Cameron et ql (1968). The wvalues increase from about -60°C
in central East Antaretica to about -20°C gvound 1,000 m
elevation near the coast.

Many sources have been used for this map including Bentley et al,
(1%64), Bakayev, Ed., (1966, Fig. 96II1), Shimizu (1964, Fig. 11),
Cameron et al.{(1968, Fig. 10), Kane (1970), Budd (1966a, 1969), Battye
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{19643, The walues have again been smoothed to bring out the main

large scale features of the variation.

The general pattern of the temperature distribution is
characterised by a cold core in central East Antarctica reaching about
-60°C, and increasing temperatures outwards towards the coast, to about
-20°C at the 1,000 m level, and further to about -10°C at sea level.
This pattern of variation has largely been explained by the variation

of temperature with elevation and latitude.

On top of this there are many anomalies, such as a zone several
hundred kilometres inland where the temperature elevation gradient becomes
large {cf, Map 3/4). Another large anomaly near the ~509C contour in
Queen Maud Land has been described by Kane (1970} and linked with a region
of small surface slope. Such variations are presumably associated with
topographic, wind, and heat balance effects. Tor the present study they
have been smoothed over. For future more detailed studies it may be
possible to collect sufficient data to define them adequately and imclude

them in the input data.

Like that of the accumulation rate, the temperalture map reprezents
conditions over a very short time period, largely since the IGY. Most of
the values come from spot measurements at a single time of a particular
traverse. The annual variability of the surface temperatures for a number
of Antarctic stations is illustrated by Fig. 2.1. Although littie data
is available on the variation in temperatures over longer pericds we may
hope to derive some information on this from the analysis of the temperatures

in the ice,
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2.7, Temperature-depth gradients near the ice surface.

Although measurements of surface temperature-depth gradients
in the ice are not sufficlently numerous to establish contour patterns
over the ice sheet, those avallable are useful for a comparison with
+the results of the calculations to be éescribed in section 6.2.
Individusi values of measured surface gradients have been plotted on
Map (1/7) to illustrate what general trends are discernible. Host
of the values come From boreholes less than 100 m deep. In this surface

layer the density and diffusivity of the firn may differ markedly from

7 oy, Ct/woam
“obs

Map 1/7. Obgerved temperaturé-depth gradients at the ice surface Ve opg -

Only very few measured values of the temperature-depth
radient in the ice cap near the surface are available.
The main values come from shallow holes (40-60 m deep)
reported by Bogoslovskiy(1958), Battye (1964), Budd (1569)
and Cameron et al (1968). The values generally suggest a
twend from about +1°C/100 m in central East Antarciica to
about -2°C/100 m near the coast.

that of ice. In addition shorter term temperature fluctuations at the
surface may still have appreciable effects to these depths. TFinally

due to the small scale surface undulations of wavelength several times

FEOG m

T
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the ice thickness (cf. Beitzel 1870, Budd and Carter, in press)

we must expect a certain amount of local variation in shallow temper-
ature gradients which are essentially spot valuss. The gradients inland
of Mirny are from Bogoslovskiy (1858); those inland of Mawson from Mellor
(1960); those inland of Wilkes from Battye {1968}, and Budd (1966a and
1969}; and those In Queen Maud Land from Camercn et al {1968)}. Finally
several spot valuss are also available at such places as Byrd, South Pole

and Pole of Inaccessability.

Of primary interest is the significant increase of negative
_gradients approaching the coast. TIf climatic change were thought to be
the only cause of the surface gradient this systematic trend would be
difficult to explain. Tt will he shown in Chapter U4 that this type of
trend, as well as the magnitudes of the positive gradients inland and the
negative gradients neaver the coast, are also what one would expect from

the movement of the ice with constant climatic conditions.

The eifects of recent climatic trends may be determined indep-
endently of the horizontal ice movement effects by measurements of the
temperatures in boreholes at the summits of ice domes wheve the
horizontal movement is zero. An example of such a temperature profile
is given in Fig. (2.2) for the Summit of the Wilkes local ice cap
(Law Dome), from dats cbtained by R, Andevson in 1989 {personal
communication). The interpretation of such profiles however is
dependent on whether or not the surface is remaining at the same
elevation with time. Temperature changes associated with rising or
sinking ice caps must be considered as well as those associated with

climatic change. One of the objects of this study is to isolate such

., ©
Depth
m
100 FIG.2.2 [Temperature-depth
) profile in the ice at the

summit of the Wilkes ice cap
(Law Dome) .

2001 Tee thickness ~1200 m
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3, ICE SHEET DYNAMICS.

3.1, General flow properties.

3.1.3.
O the large scale (A100 km) we may expsct ice to flow downhill,
in the divection perpendicular to the surface elevation contours. Buda

ickness; but for soales of 10 to 100 times the
F the longitudinal stresses., causing such flow,

flow veotors determined For the Wilkes local ice

ap {of Fig. 6.9) confirm the general relation between the
Flow divect orthogonals to the contours
Map 2/1, Flowline spacing ¥
The 500 m elevation contours for Antarctica from Mop{l fﬁ}haié besn

?%@wu orthogonal tragecbor@ee with about 100 km spacing
G?f@&@%ﬁ the general ice Flow divections and

Ffor the Antaretie fice cap. The major features
noe of fZaw znﬁa the main ioce shelfl bq%zns and
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Taking this as a2 general criterion we have constructed
orthogonals to the surface elevation conteurs cn the scale of about
100 km for the Antarctic ice sheet (ef. Map 1/2). Such a set of
orthogonalis is shown in Map (2/1) and serves to vepresent the large
scale flow pattermz. In this diagram the particular flow lines and
spacings are arbitrary, the aim being simply to comply with about
100 km spacing aond yet maintain individual flow lines continuous to

the coast.,

The resultant flow patterns may be used to delineate the
main drainage basins, such as those of the three major ice shelves,

and alsc the regions of divergence and convergence.

3.1.2. Magnitude of flow.

bedrock

FIG. 3.1 Coordinates used for shear stress in

ice flowing down a slope.

On the large scale we approximate the ice sheet by a uniform
slab of ice of thickness Z, the mean thickness of the ice over the
flowline interval, and slope o, the mean slcpe of the surface along
the central flow line. With longitudinal and transverse stress
gradients neglected the only effective stress gradient is the shear

Torer
stress gradient perpendicular to the surface,—§§ﬁ5 say.



§3.1

where

where
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We may write
3sz
Gy = pgo (3-1)

p is the density of the ice, and

is the gravitational acceleration.

]

Now if we consider a flow law of the type

£.. = ult,8,etclo’ (3.2)

17 ij

éij is the strain rate tensor

d’ij ig the stress deviator tensor

1 is a scalar function of

T, the octahedral shear stress

B, the ice temperature (below pressure melting),

and other relevant properties of the ice (such as the crystal

orientations) represented by Tete'l,

then we may take

Exz R PR usz (3.3)

where VZ is the velocity at height z above the base of the ice.

Hence from (3.1) and (3.3)

Z
VZ - Vz = pgo J gudz
z
= pgatti, (3.4
— 5 (&
where W = E?J tpdg,and £ = 2 - z, (3.5)
0
In particular if the basal velocity is zero the surface velccity
is given by
w 1 o
v, = ogalu, {3.8)
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3.1.3. The flow law of ice.
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FIG. 3.2 The flow law of ice
(after Budd 1969)

The nature of the flow law of ice is illustrated by Fig. (3.2)
taken from Budd (19569). Here the strain rate 1s sucwn to increase very
rapidly with stress and temperature, especiaily for the high stresses
{greater than 1 bar). The majority of the measurements on which this
diagram is based are for ice with small, randomly oriented crystals.

So far there is insufficient information avallable on the direct effect
of the crystal size and orientation fabric on the flow law. Hence for
the present we consider just the stress and temperature effects and hope
to obtain Ffurther informaticn from future studles orf flow rate measure-

ments and core studiss in the field and the laboratory.
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Using an idealised flow parameter

u{7,8) which is a function

match the available measurements as near as possible we adopt

Table (3.1) with appropriate interpolation as the flow law's numerical

representation.

Table 3,1.

Fiow law of ice used in programme computations for "dynamics velocities”.

The table gives the value of the common logarithm of octahedral shear
stress for given values of temperature and octahedral shear strain rate.

LOG g OF OCTAHEDRAL SHEAR STRAIN RATE

-1.¢ -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4
o| -9.22| -8.96| -8.70 | -8.43 | -8.12| -7.69| -7.07} -6.23
g -5t -9.98} -9.78] -9.56 | -%9.28% -8.97| -8.62| ~-8.14)| -7.68
é -10 | -10.28 -10.08 ~9.86 -9.63 -9.38 -9.10 -8.71 ~8.29
& -20 | -10.77) -10.56 | -10.35 |.-10.12 -9.84 -9.56 -9.23 -8.82
%
% -30 { -11.23{ -11.00 | -10.80 | -10.59{ -10.37 | -1C.12 -9, 82 -8.42
Eg -40 | -1:,70| -11.50| -11.30 | ~11.10} -10.86{ -10.60} -10.31 | -10.G0O
g -50 | -12,16| -11.96| -11.76 | -11.58 ) -211.36{ -11.16| -10.87 | -10.53
% -60 § -12.55] -12.35| -12.15 ] -11.95} ~11.75} ~11.55| -11.3b| -11.00
§ =70 § -12.87 1 -12.67 | -12.47 | -12.27 | -12.03| -11.77| -11L.75| -11.41
Returning now to the expression for the velocity of the ice we

see that with our assumption of a shear stress varying linearly with

depth the remaining information requived to calculate the fleow is the

vertical temperature distribution.

The velocity calculated in this way

is determined from the physics of the situation, viz. the dimensions

and shape of the ice mass and the appropriate flow law of ice, which

includes the effects of the temperature distribution.

term this the "dynamics veloccity'.

We shall here

The whole problem of calculating

the dynamics velocity reverts o that of calculating the temperature

distribution.

moving medium,

Hence we turn to the problem of heat conduction in a
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3.2. Heat conduction equation.

We ccnsider the same large scale ice slab model as for section (3.1).
We chose for the moment orthogonal axes Xs {or x, v, z with x along the

line of flow, z vertically upward, and y transverse).

Now at the point Xy let 6 be the temperature, Uy {or u, v, w)
the velocity, éij the strain rate, i the stress, ¢ the ice density,
X the conductivity, ¢ the specific heat and k the diffusivity of the ice.

Then the heat conduction equation may be written

RN R E T R (3.7)
peC axi Bxi i axi 17713 ot m

oM _
L Ty g = em

where 8 is the pressure melting point where mechanical or heat
units are understood throughout, and
M is the melt rate and
I, is the latent heat of fusion.
With the model we are using the following terms may be neglected:
378 349 38

7 w2 Gy
values of these terms and moreover follows directly from the use of

, and all éij except éxz' This is suggested by typical

smoothed data.

Hence the heat conduction equation (taking K constant for the

present) reduces to

528 30 30 . 38
8 < 8 S 224 2= = .
m . o7 wz 3z uz I * szgxz ot (3.8)

If we assume the vertical strain rate varies with depth
proportionally to the horizontal veloclity and 1f we neglect
density varlatiocns, we may take for the vertical velocity

wZ the relation

Z b AV (3.9)

where A is the ilce accumulation rate at the surface,
M, is the basal melt rate and

V  the hoprizgontal wvelocity at the surface

V the horigontal velocity at depth z.
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It will be shown in Chapter & that for land-based ice the melt rate is

usually small compared to the accumulation rate so for the moment Mb

will be neglected,

Hence we write

Az
— .10
7 (3.10)

<i<§
N

S

For the steady state situation in which the temperature distribution in

the ice cap is constant with time, i.e. %§-= 0
Azu ou
326 z 28 7z .38
“ %2 T Tu, bz e o T T Yy %k (8.11)

With the boundary conditions specifying the surface Temperature BS and
the basal temperature gradient Yy T Ygo where Yo iz the geothermal heat
fFlux, the heat conduction equation (3.11) would be scolvable over the two
dimensional region (x,z) if the distribution of the horizontal velocity

were known.

Tn section 3.1 we noted that we need the temperature distribution
to calculate the velocity profile through the ice. One course out of this
dllemma is to solve eguations {3.6) and (3.11) for velecity and temperature
simultaneocusly. This will be described for the single column model in
section 4.1.6. However the result of such a procedure suffers from several
major difficulties. First of all the flow law of ice is such that small
errors in styess or temperature give rise to large errvors in the strain rates
and velocities. Secondly the flow law iz still not sufficiently well known,
especially for low temperatures, low stresses and strain rates and strong
crystal fabrics, to allow more than coarse estimates to be made for the
large range of values encountered in the Antarctic. Also any errors in
the hypothesis of constant values with time of the ice cap elevation,
surface temperature, and accumulation rate have an accentuated effect on

the calculated velocity and temperature profiles.

Hence we take the following course of action. We shall consider
the velocity distribution over the ilce sheet which would exist if the ice

cap were in a stationary state under the given existing accumulation rate,.
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On present estimates we may expect that such a "balance veloeity"
distribution may be correct within about a factor of two,whereas the

estimated 'dynamics velocity" may be out by an order of magnitude.

Having once calculated the 'balance velocity" we can solve the
heat conduction equation for steady-state to obtain the temperature
profile. We may then use this temperature profile to calculate 2
dynamics velocity which can be compared with the initial balance velocity.
This provides a basis for comparing the measured and computed values of
temperatures and velocities, to throw light on our knowledge of (i) the
flow law operating in practice and (ii) the variations from the steady
state with time. Hence we next examine the velocity distribution required

for balance.
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3.3. Continuity and balance velocities.

Plan Profile

FIG. 3.3 Coordinates used for contimuity relations.

In the present context we consider the steady state mass
balance of the Antarctic for individual generalised sectors between
flowlines such as those of Map (2/1). Consider one particular
flowline and let x be the distance along it from its start. Take
the neighbouring flowlines on each side at about 100 km distance at
the midpoint of the central flow line and call Y the distance apart

o7 these two flowlinzs at position x.

Let 7 be the mean ice thickness across Y and let YV be the
mean velocity across this section. The total volume outflow at x

is then given by
¢ = VYZI (3.12)

If K; is the mean accumulation rate (in cm of ice/year) over
the sector to position x, and Sx +he area of the sector then the total
accumulation is given by K%Sx' A similar relation helds for the total
melting at the base. However for the moment we disregard this melting
until we have examined the calculated basal temperatures and melt rates

in Chapter &,
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The condition for the steady-state balance of the sector then

reduces to

VYyZ = A S (3.13)

froem which we may find the mean velocity of the ice section at

position x as

Vv = - (3.14)

Mathematically this velocity approaches the velocity of the ice column
at positicn x in the limit as the flewlines come close together.

Practically however the errors in measuring the areas usually increase
as the arez becomes szmaller. Hence as a compromise we have taken for

this study typical flowlines 200 km apart at the position in question.

The area SX is given by

=
5 = J Y dx (3.15)
0

and may be found by planimetry or numerical integration.

The mean accumulation is found similarly from the relaticn

x
B LAY dx ,
Fo- (3.16)

= Sx

whare Ax is the mean accumulation rate between the two flowlines at
position ®. By superimposing the accumulation rate Map (1/%) on to
the fiowline Map (2/1) this integration can be carried out numerically
for small subintervals over each sector area. The mean sector width
Y at position x is obtalned divectly freom the flowline map and the mean
thickness Z from the map of ice thickness (1/3). This then allows V to

be calculated directly from an incremental form of ecuation (3.1u4}.

The pesultant balance velocity magnitudes (V) have been plotted
and contours drawn for the whole of the Antarctic ice sheet. These are
shown in Map (2/2). The full velocity vectors are obtained by combining
the flowline directions from Map (2/1) with the velocity magnitudes in

Map (2/2).
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Map 2/8. Balance velocity V m/yr.

From the maps of ice thickness 7, accumulation rate A, and ice

flow lines (distance apart Y at distonce x) the average

velocity V requirved for a balanced state has been caleulated

as V = (S/AAYAx)/YZ for sectors formed by the flowlines and

200 km segments of all the 500 m spacing elevation contours.

Pypically the velocities inerease from about 1 m/fyr inland to

about 100 m/yr along most of the land-based ice margin and

1000-2000 m/yr at the major ice shelf fronts.

These balance velccities are very useful in their own right;

By comparing them with actual measured velocities (averaged over the
appropriate range) a direct check can be made on the present state of
balance. In particular the measurements across the fronts of the Ross
Ice Shelf by Dorrer et al (1969), and across the Amery lce Shelf by
Corry (unpublished), suggest the balance velocities may be too high.
However no basal melting has been included in the calculations of the

balance velocities ,and this could account for some of the discrepancies
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if substantial melting under the ice shelves does exist. In fact the
total melt required for balance could be calculated from the observed

velocity and those shown In Map (2/2).

The general pattern of the balance velocity distribution is
characterised by a region of slow ice moving only z few metres per year,
in the central high regions of East and West Antarctica, and by velocit-
ies increasing scmewhat exponentially to average values of 100 to 200
metres per year around most of the coast and the edges of the major ice
shelf basins. This rapid increase is typical of the increasing longit-
udinal strain rates required by the increasing accumulation rates and

the decrezsing ice thickness towards the coast.

In regions nearer the coast than covered by the present
calculations the flow is greatly broken up and divided into irregular
sections of papid ice streams (moving ~ 500 m/vear) and slow sheet

flow (& 50 m/year).

The prime reason for deriving the balance velocity distribution

is to obtain a first guess for use in calculating the femperaturs

distribution. This Is followed up in Chapter 4.

distribution however gives rise to many other direct and further
indirect results of considerable importance. These Include such
features as mean strain rates of the ice, the volume flux, the residence
times and the ages of the ice. These latter two require more involved
and indirect two-dimensional calculations, and follow from the detailed
flowline analysis to be described in Chapter 4. Here we next examine

the direct consequences of the veloclity distribution.
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3.4. Derived by-products of balance velocities.

3.4.1., Longitudinal strain rates.

The '"balance longitudinal strain rate' {éX) distributicon has
been calculated as a mean through a column directly from the balance
velocity distribution as

. av

£

= = ' 3.1
X dx ( 7)

where ® is taken along the flow line.

Map 2/3. Longitudinal stroin vate & 10 yr

The average longitudinal (balance) strain rate of the ice (& ) has been
caleulated from the balance velocities (V), Map (2/2) along Sach flow-
line as &y = 3V/ox. These strain rates typically increase from

0.5 x 10-5yr-1 inland to over 50 x 1075Syr~! towards the coast and the
major ice shelf drainage basins.
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The values have been plotted and contoured over the ice sheet as
shown in Map (2/3). The longitudinal strain rates are essentially
positive on the large scales dealt with here. The magnitudes increase

! 4n the inland regions to

from low values of less than 1 x 10 “yr
50 x 10 Syr ! near the coast and the edges of the major ice shelf basins.
The increasing strain rate outwards 1s associated primarily with the
increasing accumulatien rate and decreasing ice thickness. The calculated
strain rates can be compared with direct measurements of surface sitrain
rates on the ice cap, provided sufficient is known of their variation with
depth {cf. section 4.1), to make an assessment of the state of balance.
However it is important to stress that because of the high irregularity

of strain rates on the small scale {cf. Budd 1968) it is essential to

obtain a wide observational coverage of large scale strain rates.

3.4.2. Transverse strain rates.

The mean "balance transverse strain rates" have been calculated
from the velocity distribution V (2/2) and the flowline spacings Y (2/1)

according to

;o= 7

(3.18)
¥y

I
Quf
S

Again this relation has been approximated by taking flowiines about

100 km apart to determine the increments &Y and dx in Y and x.

The resultant transverse strain rate contours are given as
Map (2/4). Here the main features are the contrast between the positive
divergence zones and the convergence (negative divergence) zones, The
éy values in the central inland regicns are typically positive and
similar to the longitudinal strain rates (0.5 to 1.0 x 10 °yp 1),
From here the lateral strain rates become more and more negative
towards the major drainage basins and positive towards the major
divergence regions between them., In both cases the magnitudes reach
about 10 %yr ! which is about 1/5 of the longitudinal strain rates

there.

Again we can expect a great deal of local variability so that
only large-scale measured strain rates may be expected to be reliable

indicators of the smooth patterns shown here.
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Mop 2/4. Transverse strain rate éy 10" Syr 1,

The transverse {balance) strain rate &y has been caleulated
from the divergence of the flowlines Y, Map (2/1) and the
balanee velocities V, Map (2/8) as

poo= L1 9% 8x 1. 9Y

Z Y a9t T 9= 3t Y 9x

wherve Y ig the distance between the flowlines at distance =.
The contour pattern shows up the major regions of convergence
(negative é,) arvound the magjor drainage basins and divergence
(positive &,) along the ice divides. The strain rate
magnitudes typically increase from 0.5 x 10=5yr=l inland to
over 10 x 10-Syr~l near the coast.
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3.4.3. Total horizontal and vertical strain rates.

Regarding the ice density as constant a relation exists betwesen
the longitudinal (éx), transverse (éy) and vertical (éZ) strain rates,

viz. the continuity equation

€., = € + £ + & = 0 (3.20)
ii ® N z
Therefore
£ = -~ {g + £ {3.21)
Z X v

Thus the vertical strain rate has the magnitude and opposite sign of
the sum of the two horizontal strain rates. In particular at the
surface of an ice sheet in steady state balance the mean strain rate

of a column over a fixed point of the bed is given by

- A
Eos -3 (3.22)

where A is the ice accumulation rate and Z is the ice thickness.

Hence
. A
€y + Ey = 3 (3.23)
The values of éx + éy = - éz over the ice sheet have been calculated

from (3.22), and are shown contoured in Map (2/5). They are in close
agreement with the sum of éx and éyfrom Maps (2/3) and (2/4} and
provide an additional check on the values of V and its derivatives.
Since typically A increases and 7 decreases towards the coast, |ézi
also increases strongly. The major perturbaticns in ice thickness 2
similarly show up in éZ.
The measurement of Eg + E& in the field is difficult. Even for
the simple column model, in which the majority of the shear takes place
at the base, such that the surface strain rate approximates the average
value, it is difficult to measure the strain rate over a fixed point in

the bed. This is because the surface markers used to measure the strain

I
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'h the fce. Hence it is necessary to make the strain

grid lavge in comparison with its anticipated translation displacement.

Mep 2/56. Veriical strain rate éZ'IO“SQFw1=

The average vertical strain rate through the ice for balance

hias been caleuwlated from the ice thickness 2, and accumilation
vate b gecording te i, = - A/Z. The magnitudes show a strong
inerease from 1% 10-%yr~1 inland to about 50 x 1075yr~1 nzar

the cosst. This is in veasonable agreement with the sum of
the horizonial strain vates from Mape {(8/3) and (2/4), vis.
- O A
L=+ E)

Cne of the most promising ways of determining the vertical sipain
rate in regions of small slope and velocity is to measure the horizontal
surface strain rates from grids, the vertical elevation change by gravity,
and the accumulation rate. From these the halance of the ice sheet at that
position can be cbitained: in addition the velation between the mean vertical

strain rate & = - A/7 and its surface value ~(éx + éy} can also be

deTermined.
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3.4.%. Balance wvolume flow.

The balance volume flow ® has been calcoulated from the balance

velocity V {(2/2) and the ice thickness 7 {1/3} according to
¢ = V Z (3,24)

Here the units are simply distance sguared per unit time. Howesver we
are interested in the total outward volume flow, across unit distance

of coastline say, so we have used the unit ¥m3/100 km/yr.  This is

then in line with the method of calculation using means over 100 km and
flowlines a similar distance apart. The total mass flux rate is obtained

simply by multiplying ¢ by the density of ice p.

Mgp 2/6. Balanece volume flow @ km3/100 km/yr.

The rate of outward ice flow along each flowline has been caloulated
from the ice thickness Z, Map (1/3) and balance velocity V, Map (2/2)
as © = ZV, The volume flow inecreases typically from less than

1 km3/100 km/yr inland to about 10 km3/100 km/yr arcund most of the
coast except for the three major ice shelf basins where the ice flow
reaches 50-100 x 103km/100 km/yr and accounts for almost 50% of the
total drainage.
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The volume flow distribution is shown in Map (2/6) and
represents at any position the integral of the surface accumulaticn
rate from the centre. The values increase fairly smoothly from less
than 1 km3/lOO km/yr inland tc over 10 near the coast generally and the
inland edges of the ice shelf basins, and over 50 km?/100 km/yr at the

major ice shelf fronts.

The total flow across the coast is given for the whole continent
and its sub-sections in Table 3.2. The total outflow rate is
23.4 x 10%m3yr !; it may De seen that the three major Ice shelf basinsg
(segments 5~6, 11-13, 21-1) account for nearly 1/2 (45%) of the total

outflow.

The volume flow depicted in Map (2/6) and in Table 3.2 (next page)
provides one of the mest direct means of assessing the balance of any
particular region. The ice thickness and velocity need to be measured
along a contour segment,and the accumulation rate over the generalised
sector defined by that contour segment and the twe flowlines through its
end points, Again it is necessary to use large scales, and the most
important task is to define the surface elevations with sufficient

precision to determine the contours and the flowlines precisely.
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Table 3.2.

Total volume outflow for Antarctica.

Segment Longitude Length Mean Total
boundary at coast of flow flow
no. segment rate
km xm3/100 km/yr km?/yr
1 166°E
2290 10 228
2 138°%
8€0 10 86
3 120°E
840 20 168
4 108°E
1700 10 170
5 73°E .
160 100 160
6 90°E
180 10 16
7 66°E
540 5 27
8 53°E
1800 10 190
9 2°E
630 5 37
10 13°%W
830 10 83
11 359U
290 50 ius
12 479y
450 50 225
13 B1OW
550 2 11
1u 75U
220 10 22
15 B79%W
Lgo 10 bg
15 1ao°w
340 15 51
17 102°W
L0 20 80
18 115°W
340 15 51
19 126°W
Li0 5 22
20 1529W
150 10 15
21 161°W
1620 50 510
TOTALS | 1a4,600 2,342

53.
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3.4.5. Particle paths.

For the simple mean column model considered so far, in which
the ice moves outwards largely as a vertical column with the majority
of the shear at the base, we alsoc assume a constant vertical strain
rate i.e. € = E; = -~ A/Z, a constant with depth. This gives for the

z
vertical velocity at depth =z

_ A
L (3.28)

If we neglect for the moment the basal melting and also the low density
firn at the surface, w_ varies linearly from A (the accumulation rate in
cm ice/yr) at the surface to zero at the base. The particle paths of
the ice for such a steady state ice sheet along a flowline may be
calculated from the two velocities, V and W, which are in turn
calculated from the accumulation and ice thickness distributicns and

the fleowlines.

In particular the position of an ice particle at time t, from its

arrival on the surface is given by the depth =z,

Ty A
Zq = EZ dt (3:26)
0

and the distance X; from its start

1

Xy = J Vv dt (3.27)
0]

Illustrations of the particle paths and ages of the ice will be
discussed with the vertical section profiles in Chapter 7. Here we
merely introduce the particle path concept te define the quantities
"total residence time" and "age of the ice" which can be more readily

illustrated by plan maps.

For cases in which we know the vertical profile of the horizontal
velocity (e.g. from the temperature profile} it is possible to improve on
the above "column" or "uniform strain" model by incorporating the variat-

ion of strain rate with depth. In this case if VZ is the velocity at
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depth z and VS the velocity at the surface, then the vertical strain

rate may be taken as

(3.28)

<
£y o

w

Similarly

<%
™

(3.29)

=
N
H
|
wm
SIES
[

and using these values for w_ and VZ the particle paths may be found

as before.

3.4.56. Balance residence times.

e e e o e e . i R e o e i ek it B e T

The total time taken by a particle of snow deposited on the
surface of an ice sheet to reach the coast represents the total time
that ice spends in the ice sheet, so may be termed the "residence
time''., For a steady state ice sheet using the column model this time
may be calculated from the balance mean velocity distribution V% as
follows: If t) is the time a particle is at the surface at position
®1 along a flowline,and tc is the time 1t reaches the coast x = X

then the residence time is given by
o1
T = * -t = - L -\'r..:dX (3.30)

These residence times were actually calculated in the course of the
fiowline calculations described below (section 4.1.1) but could
equally well have been derived directly from the velocity distribution

of Map (2/2) and the flow lines of Map (2/1).

The vesultant contours shown in Map (2/7) indicate that the
snow deposited in the central zone of East Antarctica takes some five
nundred thousand years to reach the coast, whereas the corresponding
times for central West Antarctica are about fifty thousand years. As
the coast is approached the residence time drops quickly to less than

one thousand years.

y
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Map 2/7. Balance vesidence time R 10° yrs.

The balance residence times for the ice have been calculated
from the balance velocities (2/2) and the flowlines (2/1) as
the times taken for the ice accwnulating at the surface to
reach the coast. Residence times typically decrease from
500,000 yrs in central East Antarctica to less than 1,000 yrs

near the coast.
For the non-constant strain model, incorporating the wvertical
profile of velocity, these large differences between the residence times
of the inland and coastal ice beccme even more accentuated hecause of

the older ice becoming concentrated into the low velocity layers near
the base.
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3.4.7. The ages of the ice for balance.

Using the balance values of the horizontal and wvertical velocities
of the ice, VZ and W the age levels of the particles in the ice, counted
from the time when they were deposited at the surface, can be constructed
in a similar way to the particle paths. The time taken to travel each

horizontal distance element dx is given by
st = = 6x (3.31)
Vi
and the vertical distance moved during this time is
§z = w_ §t {3.32)

In this way the particle paths and ages of the ice may be
constructed simultanecusly for a two-dimensional flowline profile.
These ages have also been calculated in conjunction with the flowline
calculations discussed in section 4.1.4 and also will be illustrated
by profiles in Chapter 7. Here we just consider the plan map
illustrating the age distribution of the ice over the whole ice sheet.
To do this we have plotted the age of the ice at the depth of 90% of
the ice thickness below the surface and at the 50% depth. These have
been contoured and are illustrated in Map (2/8), with the 90% level

a full iine and the 50% level a broken line.

In the central regions of East Antarctica there is an old core
with the 390% level older than 200,000 years and the half-depth older
than 50,000 years. FPor West Antarctica the corresponding ages are less:
30,000 and 10,000 years respectively. These ages decrease markedly
outward, approaching 20,000 and 5,000 years respectively near the

coast.
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Map 2/8. Balance ages of the ice T 103 yrs.

The ages of the ice at the 90% depth level (full line} and at the 50%
level (broken line) have been calculated from the steady state
velocities, the aceumulation, and the particle paths. In East
Antarctica the ages of the 90% level vary typileally from 200,000 yre
inland to 20,000 yrs near the coast. For West Antaretica the ice ig

typically much younger and the corresponding values range from about
30,000 to 10,000 yrs.
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4., TEMPERATURE CALCULATIONS.

b,1. Models used.

Using the balance velocities we now consider the calculation of
the temperature distribution throughout the ice sheet from the heat
conduction equation (3.8). In choosing a method for this calculation
cne of the chief limitations is the speed of present computers. To
carry cut a complete three-dimensional analysis with fine grid-point.
spacing seems to be too large a job at present, but future programmes
of this type are discussed in Chapter 8. TFor the present work we have
considered a number of simplifications which allow a variety of models
to be used, with computation times ranging from about one hour for a
complete two-dimensional flowline to a few seconds for a single fixed
column. The objective here is to obtain a complete coverage of
Antarctica. Since the ice sheet is sbout 4,000 km in diametsr, some
300 points are sufficient te cover Antarctica at about 200 km spacing
with the Ffixed "column model" calculations. Hence a complete coverage
output can be obtained in less than % hour computer time. By contrast
some 50 flowlines are required to give a coverage to 200 km spacing.
Hence over 50 hours computation time are required for a complete

"flowline model' coverage.

t is a relatively simple matter te run through a number of
complete column model coverages with different values of the input,
e.g. geothermal flux, or a velocity field representing everywhere some
fraction, say one half, of the balance velocity. In this way we can
examine the effects on the output of a number of such variations. By
contrast limitations of available computer time make it gquite a
formidable task to re-run a complete coverage of the flowline

calculations.

The aim here has heen to compare the outputs of the column and
flowline models to examine their differences, then with the main cover-
age provided by the flowline calculations to study the variations
resulting from different inputs by means of a number of column model
coverages. The particular flowlines used for the main coverages are
shown in Map (2/la) below as heavy lines superimposed on the flowlines

of Map (2/1).
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Map 2/1a.  Flowlines used for ealculations.

The full lines represent the flowlines used for the preliminary
coverage discussed by Budd et al (1970). The broken lines with
B numbers were added to make the density comparable to that of
the fiwed column coverage.

We now examine the main features of the different models,
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W.1.1. BSteady-stete column.

FIG. 4.1 Coordinates used for temperature calculations.

In section 3.2 we found the heat conduction equation (3.11) for

a vniform slab of ice of thickness Z moving down an inclined slope o
with average velocity V and velocity u, at depth z, in the form

5 . - ou_
229 Aziae+ugg+pgug_§§:3_9 (3.11)

: Bml ?f-us Bz 7 ox 3t
For the small slopes encountered in Antarctica we can make the

approximations

sin @« * tan o = «q, and cos oo = 1,

Hence we need not distinguish between the magnitudes of the down-zlope

and horizontal velocities.

The essence of a column model is that the horizontal dimension
does not appear explicitly as a variable in the equation. This may
best be achieved, rot by neglecting the variations with ®, but by
expressing them and 21l other terms of (3.11) as functions of z. A
number of such cne-dimensional models have been studied already e.g,
Weertman (1968), Budd (1963), Dansgaard and Johnsen {1869}, Radok =t al,
(1870). We begin with the simplest models and then progressively

incorporate increasing complexity.
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4.1.2. Non-deforming =lab.

The simplest form of the heat conduction equation for a slab
of thickness Z with surface temperature BS and basal gradient Yo for

no movement or accumulation is given by

2
K EWE- = 0 (4,1)

woo= 4, g = GS; z = 0, gg— Yb
The corresponding temperature profile is just a straight line determined
solely by the surface and bed boundeary conditions. As each additional
parameter is considered the profile will be modified in a definite way.
When the base reaches the pressure melting peint (@m) the profile is
determined by the surface and basal temperatures (GS and em) and the

remalinder of the basal flux goes inteo melting according to

[

H

i
o~
I
1}
R

where y,_ is the computed base gradient

b
Yg
L iz the latent heat of fusion.

is the geothermal gradient
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4,1.3. Constant strain rate.

In this case we consider a profile through a uniform horizontal
ice slab which is not moving horizontally but is staying in balance
with accumulation rate A at the surface and uniform strain rate through-
out the slab i.e.

s _ A
€,p = 5 (4.3)
The boundary conditions are the same GZ = 88, Yy T Yoo
The heat conduction eguation becomes
Lo Az 20 (4.4
3z 2 9z )

This model is useful for central regions of ice caps where flowlines

start and the horizontal velocity is close to zero.

4,1.4, Constant advection.

We now consider the uniform slab moving down an inclined plane
of slope o, sliding as a block with velocity V and remaining in a steady

state of mass balance with accumulation rate A. The strain rate is

. A
constant as before, E . T " 7 Now let the surface temperatugg vary
along the surface at a constant rate,say 5§§-= ah, where A = EEE" Under

these conditions we may expect the advection rate to be constant

throughout the column viz.
Vo= = Vol (4.5)

This defines the constant advection model.
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4.1.5. Basal heating.

We note that in the case of advection there is additional

heating 1,V caused by the friction where 1, is the basal stress.

b b
Hence we modify the lower boundary conditien to

T, V
= + — (4'6)

This defines the baszl heating medel. Incorporazting this boundary

condition with the constant advection model cur equations now become

928 . Az 86 _
K 8—22-"?‘ -Z—“é'g = Vaoi (u.7)
(Y
) 36 b
BZ:Z 853 'é‘z 0 = YG + -—'—JK ('4.8)

Equations (4.7) and (4.8) constitute the main "column model” which has
been used to chtain large coverage and rapid output. It covers most.
of the essential features with the following five variables:

ice thickness %

accumulation rate A

surface warming rate 8 = Vai

basal gradient Yy T + TbV/JK

i
surface temperature BS
Further modifications to this model may be considered as minor refinements,
since typical variations of other effects produce only small deviations in
the results, compared to the usual variations in these main five parameters.
The power of this model is shown by the fact that it has enabled Budd et al
(tc be published) to fit the observed Camp Century temperature profile with
an error standard deviation of .03°C and the Byrd profile to 0.4°C (cf.
Fig. 5.3 and section 5.5.5).
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Ice surface 9

1 Non-deforming slab.
2 decumulation with constant
strain rate.

3 Aecunulation with constant
gtrain rvate, congtant
advection, and basal heating.

Bedrock YG+Tbv/JK

FIG,. 4.2 Effect of different model features on the

temperature profile of an ice column (schematie)

4.1.6. Layer heating.

In this case we consider the heat of friction as being
distributed throughout the medium according to the values of stress

T and strain rate € at all depths:
Xz ZZ

Qz T Tz xz . (4.9)
With a flow law of the type

vé
3 e
XZ XZ

Me
H

=
~

(4.10)

where u' and v are given constants, the heat conduction equation

becomes
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228, Az 30 L ioaae)e®® = va (1.11)
bzl 7 oz HoRE - )
with
dv - t 3 ve
o C H {pguk)e (4.12)
and boundary conditions
- a8 -
b=z © % 92} g R Vg & 0 (4.13)

Equations (4.11) and (4.12) have been solved simultanecusly for the
temperature § and velocity V, with the numerical techniques described
in Chapter 5. The effect of this internal heating on the temperature
profile has been discussed by Budd (1969) and Radok et al (1870). The
main effect is to create a slight upward convex curvature in the basal
layer with a subseguent colder basal temperature. This effect becomes

creater with the increase of internal heating.

An additional advantage of this model is that the surface
veloclty VS or t+hs average velocity V, if known, can be used to determine
the effective flow law constant p compatible with the other conditicns.

A disadvantage of this model has been the problem that ne solution appears
to exist For certain values of the variables (cf. section 5.5.4). This
has been discussed by Budd (1969); a similar feature was pointed out by
Liiboutry (1968). A second disadvantage is the considerably greater
computer time required for the solution of equations (4.11) to (4.13),

in comparison to equations (4.7) and (4.8), which are for basal heating.
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L,1.7. Variable strain rate.

Once we have the velocity profile us either Trom the layer
heating model, or simply from the temperature profile & corresponding

to some other model, and the relation

au n vo

= = u'(pgag) e’ WLy
oz

it becomes possible to ilmprove on the constant strain rate and constant
advection models by incovporating the variation of velocity with depth.
Uz, 88, 30

v 5t Yz 3w (.15

(82
H
b

A
The heat conduction eguation then becomes

2 u
06 Az Ug Eﬁ_% u'(pgag)neve

“32 TV e (4-16)

1l
ot
@
S

with

au

. g N
5 C u*(pgmé)nev (4.17)
C

4.1.8. Variable thermal parameters of ice.

If the ice properties (conductivity K, density o, specific
heat ¢, or diffusivity ) vary with position or temperature the heat
conduction equation must be considered in its basic form {cf. Carslaw
and Jaeger 1959},

pc %%-+ 527-(~K %gf'+ pc@ui) +Q = 0 {(4,18)

1 1

where v is the velocity vector at X, and Q is the rate of heat
oroduction per unit volume per unit time. For treatment of variable
density and thermal properties with prescribed position in the ice
the equation can be used as it stands. In tThe present context the
important wvariation is that of the conductivity and specific heat
with temperature. The variation of these thermal properties with
temperature over the range we meet in Antarctica (0°C to -60°C) is
illustrated in Fig. 4.3 {from Budd 1969), with data from several

SCUINCESs.
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FIG. 4.3 The thermal properties of ice
as functions of temperature
(after Budd 1969)
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K 98
the temperature profile in typical cases is minor. A first approximation

Sinc and‘%-mw-are emall fractions the modifications to

to the treatment of the variable thermal parameters is to use the constant

parameter form of the heat conduction equation

28 329 36 Q :
o8 R ¢ 4,19
3'§:+K8xi2+uiaxi+}< ¢ ( )

but take for x and X their proper values as functions of tenperature.



§4,1
57.

The errors involved in this approximation can be assessed from the
omitted terms
oK 3

EC
36 ox, t vyt

3¢ gu.) (4.20)
5] i

x|
e

Operational solutions for variable parameters have been developed
numerically from the sclution with constant parameters by recycling
with the variable parameters. In general only minor modifications

of the temperature profiles have resulted.

4.1.9. HNon-steady state ice sheet,

An ice sheet 1s in a non-steady state when it is undergoing
local changes in any of its controlling parameters. Here we consider
separately (a) climatic changes in temperature and (b) local changes

in ice thickness.

(a) Temperature change with time (constant-shape temperature profile;

steady-state gradient).

If we have a constant climatic change going on for a long time
its effect may be incorporated into our model by simply adding a g%
term. In fact any prescribed function of depth may be used for the
warming (or cooling) rate and provided it were constant with time a
form of steady-state temperature profile would be set up corresponding

to the soluticon of

378 36 _ 50 . 236
Kazz T, et Qz T oty tar (4.21)
. Do
T Dt
with
- a6 -
esz = Bs and EE.Z—O =1, (4.22)

. X . Bo
In the Interpretation of measured temperature profiles the 5E-term

represents the combined effects of advection and long term climatic

change.
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{b} Verving lce thickness.

By adopting for the vertical a variable relative coordinate

{ef., Chapter 5}
,i _ oz (4.23)

the heat conduction equation can be made applicable to a rising or

sinking ice sheet with the appropriate conditions for the moving
T

houndaries. The solution of the eguations

« %—"}3 b, "gﬁi ro, = = (4.24)
with

Ypmy 7 950 _g"?:_ o D (4.25)
G

S0 7 O ' _ (4.26)

may then be used to analyse the temperature in an ice sheet of varying

thicknezs. This ice sheet is not in balance and
3% vz
N = A e (4.27)
at A%

- . \ . 34 . .
The changing surface elevation —— iz assoclated with a surface temper-

ot
ature changs
36
s a7
3{”" = A s sdy . (H.QB)

which is then included in %%—in the same way as a climatic change.

These generalisations of the heat conduction equation to a non-
steady state ice sheet greatly increase the power of the simple column
model for analysing measured temperature profiles and in addition lead

on to the even more powerful flowline model.
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4.1.10. Tlowline.

So far the equations used have all been one-dimensional -~ i.e.
heat conduction has been considered in the wvertical. The models of the
"column" series are appropriate for situations in which conditions do not
vary greatly along the line of flow 1.e. A, Z, %% vary but slowly along
the flowline. In many cases this approximation is realistic but in other
situations high gradients of ice thickness, accumulation or surface

warming exist.

FIG. 4.4 Vertical section of an ice gheet showing parameters

for flowline caleulations (schematic)

Under these conditions the simple steady-state column model is
unsafisfactory since it is difficult to express the term %% as a
realistic function of z. A method suggested by Weertman (1968)
was to solve the basic Robin (1955) steady state equation for
several positions aleng a flowline and use these to calculate %gn
Obviously this method may be repeated to obtain better profiles

and values of ﬁi_
%

However the model for a non-steady state ice cap with variable
thickness and warming rate allows us tc start with the steady state
solution at the ice sheet centre and follow @ coclumn moving outwards
along a flowline, using the prescribed values of ice thicknessa%,

. R s
accumulation rate A, srface temperature eS, and warming rate Feay
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according to
328 38,4 . D8 (4.29)
iz T Yy 9z T ta Dt '
- 06 Z l
breg ® 9 az] Y (4.30)
z=0

By choosing time steps suffieiently small the variations of the
parameters can be accommodated and the complete two-dimensional
temperature field in x and z evaluated. Such a technique also makes
it possible to keep a tab on the particle paths and ages of the ice

in the course of the progress of the column towards the coast.

The condition of basal melting is treated similarly as for
the fixed column model; where the base temperature reaches pressure
melting point (em) this becomes the basal boundary condition for
the temperatuve profile instead of Y and the melting rate is found

From

Ky, = v)
Moo= _E_L c (4.31)

whare Y. is the computed base gradient.

The problem of what happens to the meltwater has been
difficult to solve with the flowline model, because the cases in
which the meltwater flows back upstream could not easily be treated.
The water flow for two dimensions in general is governed by the
surface and bed slopes, a and B respectively, and by the ice and
water densities, Pr and Pygo such that the flow 1s down the pressure
gradient given by

& .
dx 018 3t PyER (4.32)

= pIg(u - B) + oWgB

= p.g o+ gBloy - oy) (4.33)
- 8Ap
= ngu{l + . (4,34)

I
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Thus the water flow is in the direction of the surface slope unless
Pw—P

the bedrock slope becomes =10 times the surface slope in the
oppoglite direction. This mea%s we can expect to find the meltwater
being trapped in any pockets of the bedrock blocked on the downstream
side by reverse slopes greater than about 10 times the surface slope.
In three dimensions slightly modified conditions apply but taking the

components of the slopes we obtain a similar conclusion.

The flowline model has not been developed to cater explicitly
for the water flow but it turns out (and will be shown in Chapter 6)
that the basal temperatures of the ice sheet tend to be warmer in
bedrock hollows, and that the melt production tends to occur there,
or near the coast and the ice shelf borders. None of our calculations
showed melt to set in on bedrock rises, This simplified the situation
and allowed the following procedure to be adopted. The amocunt of
basal melt was calculated at each time step and the computation proceeded
with the total amount of meltwater at the base formed up to that time.
In addition the basal water column was subjected to the same strain
thinning or thickening as the columm of ice above it. As the freezing
point was reached the water was converted back into ice until it was
used up. In this way the moving column weould often come to a low
bedrock zone where melting weould set in; then after cressing it
refreezing would commence until the meltwater was gone. The base
temperature was then able to drop below pressure melting again., Thus
some flowline calculations gave rise to regions of isolated meltwater
at the base of the ice sheet in the interior of Antarctica, cf. Budd

et al,(1970}.
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4.1.11. Combined and general models.

For the results presented later in this repcort we have made
wide use of the simple column model with basal heating, constant
strain rate and warming throughout at the surface rate. This
provided a rapld coverage and yielded the most important features
for the large scale. The flowline model, also with basal heating
and constant strain rate, has been used for a complete coverage of
the Antarctic., Individual column and flowline calculations have been
carried out for a number of different cases to examine the effect of

the different models on the cutput, particularly the basal temperatures.

Since many of the models designated above are independent they
permit a large number of combinations such as flowline or column calcul-
aticns with basal or layer heating, with constant or variable diffusivity,

with constant or variable strain rates, ete.

The main conclusions of the comparisons between different models
was that for the coarse data available refinements to the basic Fixed
colum and flowline models produced variations small compared to those
we may expect To result from typical changes in our input data. Such
parameters as geothermal heat flux, the ice velocities, and the state of
the ice sheet, are 211 in question and, as discussed below, have been
examined by making quite layge changes to the input. The variation in
the output vesulting from these major input changes has been one of the

main objectives of the present study.

As more informatlon becomes avallable, such as measured velocities
and temperature profiles, the more refined models will be useful for a more
detailed analysis. Already this has proved possible for the Byrd and Camp

Century temperature profiles extending right through the ice to bedrock.
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4.2. Additional input reguirements for temperature calculations.

(a) Flowline model.

For the simple flowline column model with basal heating and
constant strain rate and horizontal velocity with depth we have the

aguation

L Az b8 . De (.35)

where the warming rate E-@»:'Ls a function of depth with

Dt
TbV
Oz = fg0 Y, T Yo F I (4.36)
and D8_ 88
T . = ¥ Yo (4.37)

initially the flowline column starts in the centre (highest point) of
the ice sheet with a temperature distributicn for the steady-state
fized colum with zero wvelocity and zero surface warming. The column
then moves outwards along the flowline according to a prescribed
velocity V and surface temperature changes prescribed along the surface
profile. Thus the input data requirved aleng the flowline are values of

1) ice surface and base elevations (E and b)

2} accumulation rate (A)

3) surface temperature (88)

4) horizontal velocity (V)
Input constants include diffusivity k, conductivity X, and geothermal

heat flux gradient yv.. The computer calculates from these
a 68

1) surface warming

Dt 'EbV
2) base gradient v, = v, t S .
where the base stress is calculated from T = pgaZ and o = Ei'is

the surface slope.

Additional information needed for special by-product calculations
such as dielectric absorption, dynamics velocities, etc. will be described

in the following secticns.
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(b} Column model.

For the gimple column model with basal heating and constant

strain vrate and advection we have

TbV

JK

(4.38)

(4.39)

In this case the warming rate is taken as a constant throughout the

column and equal to the surface warming rate i.e.

The input data required are values of

1) ice thickness (Z)

2)
3)
L)
5)

0f these five parameters we already have discussed Z, A, BS.

surface warming is calculated from

S

using the balance velocity V, the surface temperature BS, and the

elevation E; the gradients are calculated along the flowlines x.

The

T

with

accumulation rate (A)
surface warming rate (S)
surface temperature (GS)

base gradient (yb)

&, a constant with depth.

base gradient is calculated from

(4.480)

(4.131)

{(u.u2)

(4.43)
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Here again we use the ice thickness Z, the surface slope o and the
balance velocity V; as before the parameters Yoo K, ¥, p, g must be

specified.

Because of the importance of the five major parameters Z, A,
S, GS and Yy, We proceed to examine their variation over the ice sheet.
Since the parameters o, A, and 1, are needed for the calculation of

b
S and Yy, we present maps of these first.

4.2.1. Surface slopes,.

Using the elevation contours of Map (1/2)>E‘and the flowlines
Map (2/1),*the maximum surface slopes have been calculated zlong the
flowlines (i.e. perpendicular to the contours) as
n = -3E (L,by)
g%
These slopes represent the mean over the intervals between the contours,
as smocthed to the order of about 100 km. The resultant slopes have

been contoured and are illustrated in Map (3/1).

The pattern is one of very small slopes, less than 1073, in the
central inland regions of both East and West Antarctica. However the
slopes generally increase strongly towards the coast to about 1077 in
the last 106 km. The basins of the major ice shelves are exceptions,
with the ice flowing into them reaching slopes of about 5 x 10 2, then

flattening out on the ice shelves themselves.

One other region of low slope is that between the high central
region of East Antarctica and the Filchner Ice Shelf. The reasons for
the variations in surface slope are not completely understood, but since
the slope strongly influences the basal stress, which in turn affects
the velocity, we may expect some relation between the surface slope and
the base temperature. This iz inferved from the velocity Map (2/2)
which shows a steady velocity 1increase outwards towards the Filchner
Ice Shelf. Such ancomalies will be referred to further in the discussion

4

ot the output results in Chapter 6.
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Map 3/1. Surface slope o 10 3.

Regional surface slopes averaged over 100 km along the
f'ZowZﬁmes have been caleculated from the flowline Map (2/1)
and the ice surface elevations of Map (1/2). The general
pattern shows a gradual increase from about 1 x 1073 4n
the inland regions to about 1 x 10~ near the coast. A4
region of anomalously low slopes appears between the East
Antarctic swmmit and the Filchner Ice Shelf.
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4,2.2. Basal shear stress.

from the maps for Ice thickness, Z, and maximum surface slope a,

the basal shear stress 1, has been calculated as

b

t, = ogeZ ' (4.45)

where p = .91 gm em 2 has been taken as the mean density of the column

and g = 382 cm sec ¢ as the gravitational acceleration.

The direction of Ty, is that of o i.e. along the flowlines.

Again smoothing over 100 to 200 km has been adopted as for o and 2

to derive contours, given in Map (3/2).

Map 3/2. Basal sheaqr stress Ty bars.

From the maps of ice thickness Z and surface slope o along
the flowlines, smoothed cver ~200 km, the basal stress
(bars) has been calculated as 1, = pgoZ for each 200 km
segment of the 500 m elevation eontours. Typically the
stress increase from 0.2 bars inland to about 1 bar near
the coast. Local variations arise from the local variations
in o Qﬂd Zin
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This map of base siresses is one of the most interesting of
the present group. It shows the strong characteristics of the major
ice thickness features and also the trend of increase towards the
coast of the surface slopes, which more than compensates for the

corresponding trend of decrease in ice thickness.

Overall the pattern can be described as a general increase in
bazal shear stress from about 0.2 bars inland to greater than 1 bar
near the coast. Superimposed on top of this general trend are
anomalies caused by the variations of lce thickness and surface slope
associated with the bedrock features. The Increase of basal stress
towards the coast may be expected to be related to that of velocity.
But it is necessavy to consider the effects of the base temperature as

well., We return to this in sections 6.1 and 6.10.

1,2.3, Geothermal heat flux.

So far very little is known of the value of geothermal heat
Filux in the Antarctic; hence we examine the information available in
other areas. Lee and Uyveda (1985) have summarised measured heat flux
values to that date; a more recent summary is given by Lee (1970).
They concluded that the geological structure was the major parameter
for which the heat flux values could be broadly grouped. Their mean
values for these maior groups from the existing data are indicated
in the following table.

Table 4.1.
Geothermal heat flux.

Major geological feature Geothermal heat flux
Mean t standard deviation
ucal cm Zgee !

Precambrian shielid 0.98 = .24
Paleozoic orogenlc areas 1.43 £ .41
Fost precambrian non-orogenic areas 1.49 + 40
Mezozole Cenorzole orogenlc areas 1.76 = .58
Ocean trenches 1.16 = .70
Ocean basins 1.27 & .53

Ocean ridges 1.90 #1.48
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On the very large scale the Antarctic continent may be divided
into iwo main geological provinces: East Antarctic, a typical Trecambyien
shield, and West Antarctica, a preduct of mountain building since Cambrian
times. Hence although we may expect a great deal of smaller scale
variation, we adopt for this study the classification of East Antarctica
as in Lee and Uyeda's Precambrian shield category and West Antarctica as

a Paleozoic orogenic area.

The histograms of geothermal flux measurements for these two types
of regions are given in Fig. 4.5, For most of our studies we have taken

2sec ! for Fast and Antarctica and 1.4 for West

the values 1,2 ucal cm
Antarctica,which lie near the mean values for the Precambrian shields

and the Paleozcic orogenic areas.respectively.

Precambrian Postcambrian Postcambrian
Shields non-orogenlc orogenic areas
Frequencg i roas .
2 a
LQ
30
20+
104
O ll T lll ] ' 1l
0 1 2 0 i 2 0 1 2

Heat flow rate ucal cm"zsec“1

FIG. 4.5 Histograms of geothermal heat [lux values
over diffevent geological regions
( from Lee and Uyedo 1965)
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Tn order to evaluate the effect of varying the geothermal heat
flux values we also have run a complete coverage with higher values,
1.8 for East Antarctica and 2.1 for West Antarctica. In addition some
Flowline caleulations, e.g. that through Byrd Station, have been run
with different values of Yg to study its effect on the basal melting
Ffeatures., Further developments will have to await some definite
measurements of geothermal flux. These may be obtained by drilling
into the rock below the ice; for regions with temperatures below
pressure melting the basal gradient in the ice may be used if the ice
velocity is also known. Of great importance here are those regioﬁs
where the velocity is zero, such as dome summits op stagnation points.
Hepre the geothermal Flux could be obtained from the basal ice gradient

alone, provided the temperature is below the pressure melting point.

4.2.4. Basal temperature gradients.

The contribution of the geothermal heat Flux 4 to the temper-
ature gradient at the base of the ice, when the temperature is below

pressure melting is given by

= e (L.46)

where K is the conductivity of ice.

As we have seen in section 4.1.8 the conductivity 1s dependent
on temperature. Hence it is necessary to choose the value of K
appropriate for the base temperature. Although this can be done in
the course of a caleculation, for the purpose of illustrating the
variation in base gradient over the Antarctic we adopt a constant

value of K, viz.
K = 5.4 x 10° % cal cm lsec ‘o i
For the case of basal heating the base gradient is given by
TbV

whera Ty is the basal shear stress and V is the mean column velocity.
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From the maps for velocity V (Map 2/2) and T (Map 3/2) the

values of Yy have been calculated and contoured as shown in Map (3/3),

Map 3/3. Basal temperature gradient Yy °C/100 m.

The temperature gradient near the base of the ice vy, (in
absence of melting) has been calculated for the simple 'hasal
heating' model as the sum of the geothermal heat flux gradient
vg (taken as 2.2 and 2.6 °C/100 m in East and West Antarctica
respectively) and the heat generated by the motion, assumed as
being produced in a thin basal layer, yn = yo + TpV/JIK, where
Ty, 18 the basal stress, V the average velocity, K the thermal
conductivity, and J the mechanical equivalent of heat. The
resulting gradients increase gradually at first then rapidly
from v, near the centre to high values exceeding 10°C/100 m
near t%e coast as the base stress and velocity become large.

The values of base gradient typically increase from 2.2°C/100 m in central
East Antarctica and 2.6 in West Antarctica to values of about 10°C/1C0 m
near the coast and the inland boundaries of the major ice shelves. The

broad scale variation is comparatively smeoth and greatly influenced by

the strongly increasing trend the velecity distribution shows towards the
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coast. Thus it is clear that the distribution of base gradient which
would result from reducing the velocities to one half of the balance
velocity would be a similar map to (3/3) with values ranging from 2.2
to 6.1 in East Antarctica where the values in (3/3) range from 2.2 to
10. Similarly the effect of systematic variation in the geothermal
gradient Y can be readily assessed as an addition or subtraction to

the values represented here.

4,2.5, Surface temperature-elevation gradient.

The wertical gradient (X)) of the surface temperature Bs'along
the flowlines has been calculated from Map (1/6) for surface temperature
(GS) and the elevations, Map (1/2), and flowlines, Map (2/1), éccording
tTo

BBS 388

- . s

5E ax F3Y “‘““.8)

This vertical temperature gradient or '"lapse rate' A represents the
total temperature change along the flowline at the surface and thus
includes effects of elevation, latitude, continentality, surface heat
“budget etec. The calculation of A 1s made difficult by the exaggeration
of errors; i.e. small errors in SS or E lead to large errors in their
gradients and their ratios. As a vesult of this the values have been

smoothed over distances of about 200 km.

The resultant pattern of A, as shown in Map (3/4) is quite
complex. However several general trends are noticeable. Within about
the first 500 km of the coast the A values ave about 1°C/100 m. Then
in both East and West Antarctica there appears to be a definite zone
of high gradients reaching over 2°C/100 m. This feature may be somewhat
in the nature of a latitude effect but to a large extent occurs with
a decreasing surface slope while the surface temperature continues to
decrease inland more uniformly. Such a situation may be a result of
a changing surface heat budget, reflecting the transition from strong

katabatic winds in the coastal zone to lower windspeeds in the interior.
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Map 3/4., Surfacé temperature-éleévation gradient A °C/100 m.

From the ice surface temperatures (e ) Map (1/6) and the elevations

(E) Map (1/2) the vertical temperature gradient with distanc

along the flowlines has been calculated as 36g/3E = 36g/3x / 3L/8x.

Obviously other effects such as latitude and contznentalﬁty are

also included. These temperature gradients typieally increase from

0.5 °C/100 m far inland to maxima exceeding 2 °C/100 m several

100 km inland, then decrease to 1 °C/100 m near the coast.

Further inland the gradients tend to decrease to values of about

0.5°C/100 m in the high central zones. Since the temperature data is
still sparse it is difficult to assess any deviations from the general

trends.

A number of workers have discussed the surface lapse rate A over
limited areas (Mellor 1960, Bogoslovskiy 1958, Crary 1961, Lorius 1964,
Shimizu 1964). Kane (1970) noticed an anomolous zone of negative
gradients in Queen Maud Land which he associated mainly with surface slope
variations. TFor the present study we have smoothed over such irregularities

in both the temperature and the temperature-elevation gradients.
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For the flowline calculations values of surface temperature
and surface elevation were taken at 100 km intervals aleong the flow-
lines and smooth curves fitted to them. From these smcoth curves the
gradient A was calculated using equation (4.48). The general trends

of the results showed a distribution similar to that shown in Map (3/u4).

4.2.8. Surface warming rate.

The surface warming rate or horizontal temperature advection For
a steady state ice sheet 1s calculated from

D6 38, 38, g «,
5 = 2oz Y2 = ¥ = Vai (4.,49)

Dt 9K 3E ox

Hence from the maps for balance velocity V, lapée‘h, and slope o (2/2,
3/4, 2/1) we calculate their product S. The contours for the broad
scale variation over the Antarctic are given in Map (3/5), in °C/10%w.
Since the velocity and the surface slope both have trends of increase
towards the coast (even though that in A i1s not great)}, the resultant
S values show a very strong increase over three orders of magnitude,
from the inland to the coast. In the central zcnes of both Last and
West Antarctica low values of 0.05°C/10%r are typical. As the coast
is approached S increases rapidly to oven 50C/10%7r in West Antarctica

and over lOOC/logyr in East Antarctica.

This map has a strong resemblance to the map for base gradients
Ty Since both contain the surface velocity the similarity of pattern
is not surprising. However, the order of magnitude increase towards the
coast is also very similar and this has an important effect on the

temperature calculations.
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Map 3/5. Surfoce warming rate S = Var  °C 10 Jyrs,

The rate at which the surface of a vertical columm of the ice
cap warms as 1t flows outwards to the coast is caloulated from
the surface temperatures &g Map (1/6}, balance velocities V
Map (2/8), and elevations E Map (1/2) for each flowline as

30_ g ax ) B8 _ ) L.

5t © w4t dx ' 3E ax
These warming rates typiceally increase from less than
.05°0/10%rs inland to over 10°C/10%rs near the coost.

Vi

It iz shown in section 4.3 that parameters S and Ty tend to have

opposing effects on the base temperature; i.e. large S tend to give low
temperatures whereas large Ty tend to give high temperatures. These

effects of S are more clearly illustrated by Robinfs (19535) parameter

oV

*Kw-which has the same dimension as the hase gradient, °C/100 m. This

1s discussed in section 4.3.3.

2
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4.3. Analytical solution of the heat conduction equation for simple

column models.

For the simple column medel with basal heating, constant
advection, diffusivity and strain rate equations (4.38) and (4.39)

become, using (4,49)

32g Az 98
Ly, 2e 80 . L.5
K 57 + A Vai ( 0)
.TbV
QZEZ = GS Yy, =Yg + T (4,51)

The solution of these for temperature gradient (cf. e.g. Budd 1969) is

50 _ ~{yz)?  Var
S YRe + —E—-QyP(cy) (4.52)

where ¢ = z/H is the relative height above the base,

YAZ/2k is a dimensionless parameter, and

Yy
F(x) is the Dawson integral defined by

2 X 2
F(x) = e ° J et at (4.53)
8

which is tabulated in Abramowitz and Stegun (1865). In particular the

temperature gradient at the surface is given by

96 . —y? . Vai
az]S T Ye t 2vE(y) (4.54)

It is apparent from these relations that the parameters Yyo ¥ = YAZ/ 2k,
Vai

g are the crucial factors determining the temperature profile.

The ice temperatures are given by

_ 1 VoA _
6, = 6, - Z[Yb §{erf y - erf zy) - T 2{E(y) - E{zy)}]l (u4.55)
where erf x i1s defined by
g2
erf x = J e dy {(4.58)

0
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and FE(x) is the integral of the Dawson integral

%
E(x) = J F(y)dy (4,57)

In particuler the base temperature is

. 5 erf v Voi . )
6, = & z[yb y = 2E(y) ] (4.58)

Again we see that the base temperature depends critically on the

Vo erf vy
A

. The functions s 2E(y) are plotted over

values of Yy, and
the range 0 € y € & in Fig., 4.6, It will be seen below (Map 3/6)
that the values of y lie essentially well within this range for the

whole Antarctic ice sheet.

eriiyy
48 \
s \\‘-\_'_b
0 e JFUYS

\\_‘ )
*2 \\\\\‘”%— Fart et
.5 \“—%——__,_L__ F iy
iy

] — |t
2% k] 3% 3

¥ —

13

FIG. 4.6 Special functions assceiated with
solutions of the heat conduction
equation

{after Budd 1969)
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Although Z is included in y, a small change in Z makes little
difference to y. However equation (4.58) for the base temperature
shows that the effect of z small increase in ice thickness is mainly
to cause a proportional increase in the differences between the
surface and base temperatures. Since the base is generally warmer
than the surface this means that an increase in thickness typically
causes higher basal temperaturesz. This accounts for the feature
described in section 4.1, viz., that bedrock hollows in the interior

of Antarctica may become associated with pockets of meltwater.

The effect of the five major parameters A, Z, S, es, Yy, ©On the
temperature profile has been discussed in detail by Radok et al (1970).
Most of these features can be discerned from the formulas for base
temperature (4,58) and surface gradient (4.54), together with Fig., 4.6
erf ¥ .nd 2E(y).

2
showing the graphs of e © , 2yF(y),

It was pointed out by Budd (1969) that the expression for
surface temperature gradient (4.54) is approximately the sum of the
e 7" for no horizontal motion, and Xgi-for

b A
horizontal advecticn with neo conduction (Robin 1855). This is because

two "Rebin terms", ¥

2yF(y) differs only slightly from 1 for the typical values of y

encountered in the Antarctic.
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4.3.1. Graphical aids.

I+ is often useful to make a quick approximate estimate of
a temperature profile for some given position, This can be done
reasonably well if we know the surface and base temperatures and
temperature gradients. An additional point of interest, in the
case of profiles with a negative temperature-depth gradient at the
surface, is the depth of the minimum temperature. The formulae of
the last section together with the graphs of Fig. 4.6 allow a quick
calculation of the base temperature and surface gradient from the
five parameters A, Z, S, SS, Yy, entering the expression

erf v Vair

8 = 5 - ily I 2E(v}] {(4.58)

b 3 b

Va
A
te be estimated quickly.

For the Antarctic the maps of SS, 7, Yy together with the

graphs for eri L and E{y) allow oy
Table 4.2 gives an example of this calculation for the South Pole.
However the error can be quite large when the two terms in the

square brackets of (4.58) become large and their difference small.

A similar procedure may be used for the surface gradient

from
2
- -3 Vo
Yo T Ve + —KH-QyF(y) (4.59)
. —yz Vo
using the graphs for Yys Vs > TR 2yF{y}. Once more the errors

may also be large if the two terms are large and their difference

smali.
Finally the depth of the minimum temperature was given by

Budd {(1969) as

1 Vai

2 -1
= = (G {=——2y) (4.60)
4 y Ay Y
where
Yy +2 _
Glyy = ( f e dt) ! {u.61)
0

and is shown plotted in Fig. 4.7 (p.82). An example of its use is
illustrated by Table .3,
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Table 4.2,

Graphical evaluation of temperature profiles.

-3

Quantity Source Values
South Pole Byrd
Z mx102 Map 1/3 28 22
8 eC Map 1/6 -51 -28
A m/yr Map 1/5 0.08 0.15
Vax ©C/103%yr Map 3/5 5.15 0.25
Var op/102m Map 3/7 0.188 0.167
y=vYAZ/ 2k Map 3/6 1.6 2.0
Th °C/10%m Map 3/3 2.5 3.1
Ezgél Fig, 4.6 0.54 0.45
—y?
= Fig. 4.6 0.07 0.02
2yF(y) Fig. 4.6 1.29 1.20
2E(y) Fig, 4.6 1.31 1.6
1. Basal temperature 8 -8 = Z[y ZEy . Zgl—?E(y)]
b s b ¥ A
eb—es eC Z{1.35-.246] ZE1.39-.27]
28[1.1] = 31 22[1.12] = 25

o -~ ~

eb C = =20 =
. ~y2 Vai

2. Surface gradient Yo T Y,e + ~K-2yE(y)

-y
Ybe
Vo
& WEW)

Yo °C/10%m

0.175

-0.248

-0.07

0.062

-0.532

-0, 47
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Table 4.3.

Estimation of depth of minimum température, from Tig. 4.6,

Relative height sbove base *%
z 1 -y, Vax
Z.] = G (lﬂw 2y}
. b
min
Quantity Value
South Pole Byrd

Z m 2800 2200
L2 0¢/100 m 0.188 0.187
vy, ©C/100 m 2.5 3.1
v 1.6 2.0
%ﬂi 0.075 0.05k4

5
Yoi 2y 0.240 0.216
Ay

b
G'liyﬁﬁ-zy] 1.48 1.52

Ay
b
Z 0.93 .76
%) g
min

Depth &£ m 560 330
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(15

N

Fig, 4.7

] 3 &

N |

The function G(y) = '(éye dx)

used for determining the depth of

the minimum temperature in the ice
{after Budd 1969)
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4.3.2. Distribution of y = ¥AZ/2k.

Because of its importance to the understanding of the temperaturs
profile the variation of the dimemsionless parameter y = YAZ/2x over the
Antarctic has been calculated from the accumulation & (Map 1/5) and ice

thickness Z (Map 1/3). The resultant contours are shown in Map (3/6).

Map 3/6. Dimengioniless thérmal parameter v = VAZ/2.

From the maps for accumulation rate A (1/6) and ice thickness

Z (1/3) the dimensionless parameter v = vAZ/2x has been

calculated using a constant value of x = 1.4 cm 7 sec™ !,

The values show a general trend from 1 inland to

about & to 2.5 near the coaet in East and Antarctica, ond over

3.5 in Ellsworth Land.
Since the accumulation tends to increase towards the coast, whereas the
ice thickness tends to decrease, the product AZ and hence y on the average
varies much less than either A or Z. However major perturbatiocns from the
general trend also show up in vAZ/2x. The thin ice in central Fast

Antarctica over the Gamburtzev Mountains has a low value of ¥ ~ 1. High
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values of y ~ 2.5 occur in the deep ice - high accumulation region
inland of Mirny and Casey (Wilkes), and values of y > 3 cccur in the
region of deep ice and high accumulation between Byrd and Ellsworth
Land in West Antarctica. This limited range of y values allows the

graphs of Fig. 4.6 to be used over the entire ice sheet.

4.3.3. Distribution of surface advection gradient Val/A.

The horizontal surface advection gradient K%A-has been
08
caleulated from the steady state surface warming V ggé- = Voa

(Map 3/5) and the accumulation rate A (Map 1/5). The resultant
values have been plotted and contoured as shown in Map (3/7) with
units of °C/100 m. ‘

Vak
2 Cciwa

Map 3/7. Surface advection gradient Vai/A °C/100 m.

From the maps of steady state surface warming S = Vai (3/5), and
accumulation rate A (1/5), the surface horizontal advection gradient
has been caloulated as Var/A ©C/100 m. The values show a decrease
typieally from -0,05°C/100 m imland to -5°C/100 m near the coast.
These values are relevant to the computed values of surface gradient
Yo Map (4/2) and the measured gradients of Map (1/7).
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The pattern of variation is very similar to that of surface
warming (Vah) increasing strongly towards the coast; but since the
zccumulation also tends to increase outwards the trend in j{—z«}\—-is
reduced. The values vary from very small gradients inland, less than
0.05°C/100 m, to over 5°C/100 m near the coast. As shown in section 4.3
the advection gradient term is chiefly responsible for the negative
temperature depth gradients at the surface. It will be seen in section
6.2 that the flowline output surface temperature gradients have similar
values to E%l-near the coast, but are positive inland, roughly where the
values of X%-};-fall below 0.2°C/100 m. This is because the term of
equation (4.52) which contributes to the positive part of the surface
gradient (viz. Ybe~y2’ where v = vAZ/2«) becomes dominant; typ%cal values
of v from Map (3/6) give y ~ 1.5, for which Fig. 4.6 shows eV 0.1,
Hence with a base gradient of Yy, 2.2°0/100 m or greater we may expect

the positive term to dominate, cnce !%A-fall below 0.2°C/100 m.

The measured values of surface gradient given in Map (1/7) also

show the trend of negative temperature gradients near the coast and have

about the same magnitude as E%L.
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B4, Dielectric absorntion.

From the calculated temperature distribution through the ice
sheet a number of other features that depend on the temperature may
also be calculated. Cne of these, the "dynamics' velocity, was already
discussed in section 4.3. Another feature has gained great interest in
recent times with the advent of the radar ice thickness sounding, viz.

the attenuation of the pradar beam in the ice.

The basic quantity measured in radar ice thickness sounding is
the strength of the return signal compared to the output strength.
The details of the physics of the situation have been given by Robin,
Evans and Bailey (196%}. Here we note that the attenuation of the
signal strength depends on several factors viz. the dispersion, which
is primarily determined by the path length (ice thickness), the reflect-
ion ceefficilent from the bedrock, and the dielectric abscrption in the
ice. Other features such as internal reflections etc. are not considered
at this stage. The mest important feature in this context is the
dielectric abscrption in the ice which is temperature-dependent.
Measurements of the dielectyic absorption of ice have been discussed by

Evans {1965),

dB/100 m

FIG. 4.8 Dielectric absorption of ice as a function of temperature,

From Westphal's measurements (after Robin et al 196%)
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Here we make use of Fig. 4.8, a curve taken from Robin et al
(1968), based on Westphal's measurements of the dielectric absorption
p(®) in ice as a function of temperature (&). It has been noted by
Bogorodskiy (1968) that this curve is not greatly dependent on the
radar frequency. Hence we take this curve as our data and compute

from the temperature profile the integrated absorption

. Z
P L} p(ez)dz (4.62)

In particular the total integrated abscorption P, is the absorption

7
right through the ice from surface to bed. In practice it is twice

this absorption (QPZ) which is relevant to the returned echo strength.

The value of the absorption calculations is twofold. Firstly,
they provide a basic guide for the field operator measuring ice thick-
ness of the regions for which great or little difficul%y may be
anticipated in cobtaining echoes at this stage of our knowledge of the
temperature distribution in different regions. Secondly, as more
measurements of echo strength become available it may be possible to
use these as a measure of the temperature structure in different

dareas.

A number of other quantities are of interest in this context
such as

1) mean sbsorption or absorption per umit thickness

Z
P 1
oL = p(8)dz {4.63)

Z 7

0

This helps to eliminate the effect of ice thickness in comparing
different absorptions.

2) absorption temperature E;, which is the temperature of
an isothermal column of the same thickness with the same absorption

as the given column

7
J p(8)dz) (4.64)
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3) attenuation from combined absorption and dispersion.
Robin, Evans and Bailley (196%) give the dispersion as dependent
on the square of the thickness Z., For simple calculations the

following formula is used

1 = P, + 10 loggZ (4.65)
where Il is the attenuation in dB
PZ is the dielectric absorption in dB
Z 1s the ice thickness in metres.
This leaves the variaticn in the bed reflection coefficient
as the main remaining contributor to the variation in echo strength.
Averaging over large areas overcomes some of the problems of local

variation of the reflection coefficients, thus allowing I to be used

as an indicator of the temperature profile.

The calculation of these wvarious parameters has been
incorporated into the temperafure calculation programme as set out
in Table 4.4. The results of the calculation will be discussed in
Chapter 6. In the next chapter we give an outline of the procedures
and operations used in the present computer modelling of the

Antarctic ice cap.
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5., THE COMPUTER SOLUTICN OF THE HEAT CONDUCTION EQUATION.

5.1. Introduction.

As discuszed in Chapter 3, the full eguation for heat
conduction within an ice mass may be written (using vector

notation) as

30 1 KvZg

— t Ve = EE—VK-V@ + +Q (5.1

where ¥ is the wvelocity vector, and the thermal parameters have
already been defined. Q, the heat input to the ice, is either
confined solely to the base (basal heating) or spread throughout

the ice (layer heating), and here has units of ©C yr_l.

If it is assumed that transverse horizental gradients and
second derivatives of temperature are small, and that thermal
conductivity (K) and specific heat (c) are constant, then equation

(5.1) veduces to

36 36 30 _ 326
at"‘V'g‘g"i“Wfﬂ Nz = 8Z2+Q (5.2)

in which « is the Tthermal diffusivity.

This is the basic equation to be treated, and the problems
of solving it for steady-state and transient effects will now be

discussed,
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5.2. A new coordinate system.

If equation (5.2) is employed in any computer programme to
reduce the temperature profile of an arbitrary vertical section of the
ice mass, certain problems are immediately apparent. In order to
perform such calculations, the rate of temperature change at any depth
(36/5t) must be found; this in turn necessitates representing the local
vertical by a number of discrete polints, usually uniformly spaced and
fixed at constant elevations zbove some arbitrary refervence level.
Unfortunately if the ice thickness is changing at the geographical
location being examined, then the number of points in the vertical used
to describe the column will also change, since the ice moves past the
boundary peints. Such motions introduce various errors into the calcul-
ations; the most serious are associated with computational stabllity
(see section 5.6.4 below), and with sudden discentinuities in the
temperature profiles, produced whenever a new grid peint iz added, ovr
an old one lost, to the vertical grid. In order to correct for such
errors, and tec reduce boundary problems to a minimum, equation (5.2)
will be reformulated in terms of a new coordinate system which expands
or contracts as the ice grows or shrinks. In this new set of axes,
the surface of the ice corresponds always te the vertical coordinate
value zero, and the base to the value one. Any melt water is treated
as lving outside the coordinates, but enters the calculatlions when

continuity is considered.

The further simplifying assumpticn that the ice moves as a
column is now made. This assumptien has already been fully discussed
in Chapter 4 and implies that the horizontal velocity of the ice along
vertical is the same for all peints in that vertical at a given time,
This allows the new coordinate system to be further modified into one
which moves with the ice column. In effect, then, two transformations
must be made to the usual right-handed (x,y,z,t) system to produce the
(X,¥.2,t) system to be employed:

(i) the new vertical coordinate z, is defined as

2+ M+ F + =

5 = . (5.3)
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where, as Fig. 5.1 shows, Z and M are the ice and melt water thicknesses
respectively, and F is the bedrock elevation®: =z has arbitrarily been

chosen to be zero at the geoild surface.
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FiG. 6.1 The relation between the various parameters
involved in the definition of the expanding

coordinate system.

(ii) the new horizontal coordinate, ¥, is defined simply by

t

X = X - [ Vv dt (5.4)
0

To use equation (5.2) in this new system, it becomes necessary to

transform the vertical derivatives and the vertical velocity into

their 2 counterparts. The vertical derivatives are easily found

from equation (5.3) to be

*In the presence of appreciable melt, the base of the ice (b) lies
above the bedrock (F) by the amount M.
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9 . L1 3
%2 7 Bz
32 32

The vertical velocity is somewhat more complex and is considered

in the next section.

(5.5a)

(5.5b)
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5.3. Vertical velocity in terms of the relative cocrdinate 3.

Differentiating (5.3) with respect to time yields

1 dM . 4z
w = -—Z—Ew - BV + S ——(dt 1-3)] (5.6)
. da aF, . s
whare w is E¥-and B (= - 5;9 is the bedrock slope. The quantity w

(= %%J is determined as follows. If the ice moves as a column, then

with an accumulation of A m/yr and a melt vate of M metre of ice per

year, the continuity equation for this column is

a%[(zw 2)s] = As (5.7a)

where s is the cross-sectional area of the column. Just as for the
derivation of equation (5.1), the ice medium has been assumed
incompressible, and this together with columnar motion, requires that
the total derivative of s be related to the horizontal divergence

through

1l ds _ 3V av oW

s dt  9x §§' - 3z

Use of this in equation (5.7a) yields

dz daM B ow

Frab il M+ Z) e (5.7b)
If the amount of melt is considered separately, it is clear that the
mass change, é%{Mbs} must be balanced by the instantaneous melting,
Mps. Thus

dM 3w
= M-rM—g-Z— (5.7¢)

Substitution of this expression for %%-into {(5.7h) and integration

with respect to depth from the ice/melt water interface, z = -(¥ + ),

to z gives the vertical velocity in the (x,y,z) framewocrk as
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1 .42
Wwo-w. = =

I = .a-{+M—A)(z+M+F) {5.8)

where Wy is the vertical velocity at the ice/water interface:

inasmuch as we have columnar motion, this clearly is

oF oM
- V(§§-+ 5;)

b3
b

} au
= BV - 3o+ M

since ag-is just M
5t o .
Substitution of this expression for wIinto equation (5.8)
will vield an expression for w. When, in turn, that is used In

equation (5.6), together with (5.3), we finally obtain

w = %[A(l—z)+Mﬂ] (5.9)

Lar
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5.4. The heat equation for expanding, moving coordinates.

Equation (5.2) may be written more simply as

de 329
'a%" = K"é'g:_y‘l‘Q (5.10)

where the total devivative on the left refers to the motion of a
column remaining vertical as it moves. When transformed to the
(x,v,2,%) system, this total derivative does not change its form, but
the physical interpretation of its various terms is altered. Making
use of (5.5b), equation (5.10) becomes
2

%%~ = {%%Jz + V-%% + w %g— = é%—g§§-+ Q
The subscript z indicates that the partial derivative is for the
expanding, moving coordinates; V is the corresponding horizontal
velocity., Substitution of (5.9) and use of (5.4) in the above
finally vields

2
(39, 976

S 1 ' ]
550, T Z?'Bzz 5 [A(L - 2) + Mz} 2z T Q (5.11)

This Fform of the heat eguation has been used In the computation
of transient state temperature distributions, with the method outlined
in sections 5.5.3 and 5.5.4 below. Tt should be noted here that in the
z-coordinate system the local derivative of temperature is Interpreted
physically as the change in temperature of a fictitious parcel of the
ice which remains a fixed fractiocn of the depth below the surface, and
moves with the column. The local derivative in the 2 system is closely,

but nmot exactly, related to the total derivative in the (x,y,z) system.

As discussed in Chapter 4, there are many ways of defining a
steady state for the temperatures; two examples are,either that the
vertical temperature gradients in the ice flowing past a fixed vertical
are constant with time, or that the temperature gradients in the
expanding, moving column remain constant in fime. These may be

mathematically expressed as:
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a6
(=) = constant (5.12a)
itz
(E@) = constant (5.125)
ot x® -

The latter of these two is more realistic, and equation (5.11) was
derived partly in order to enable the corresponding steady states tc be
readily calculated. Clearly, if the gradients are to be preserved,
while temperatures change with time, then there can be nc melting at the
lower boundary of the ice, since this implies a fixed temperature therve.
Inasmuch as the surface temperature is a known boundary condition,
prescribing the boundary temperature gradient as well as the fixed base
melt temperature is tantamount to overspecifying the problem since the
solution of (5.11) for steady states can and must have only two boundary
conditions. Thus if melting does take place, and temperatures or ice
thickness change, the boundary temperature gradient must change, and
hence there can be nc steady state. Consequently equation (5.11)

becomes
872 = g 228 - Z[ACL ~ 3)] §§*+ Qz2 {5.13)
RPY 5z )

where S is the constant warming rate of equation (5.12b), the same

for all z-points.

The difference between equations (5.11) and (5.13) must be
clearly understood and emphasised. The former is used for transient
computations and has (g%ﬁg as the unknown parameter, which must be
found from the existing (known) temperatures and given boundary con-
ditions. In equation (5.13), it iIs the temperatures which are to be
determined, whilst (%%Jz is known (= 3} and the boundary conditions
are again predetermined. The entire computer approaches to these two
equations are therefore fundamentally different and must of necessity

be discussed separately.
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5.5. Steady state computations.

5.5.1. TFinite differvences.

As mentioned in section 5.2 above, the vertical cocrdinate
axis is divided intc a number of points, and only at these points
are values of the various parameters known or computed. It is
necessary, therefore, to express the exact derivatives by inexact
finite difference approximations. A large number of such analogues
exist, and a comprehensive discussion of the determination of the
most accurate ones possible can be found in Jenssen and Straede
{(1969). Since the temperatures are assumed to have no sharp
discontinuitiesz, it suffices to take for the present only those
analogues which involve three, five or seven points of the vertical
grid; these three different analogues will be referred to as low-,
mid-, or high order, since their respective accuracies usually
increase with the number of points involved. Near, and at the
boundaries of the ice, forward or backward differences must be
used, depending on whether one is dealing with the upper or lower
boundary. All the analogues menticned may be found in Abramowitz

and Stegun (1965, p.9lu).

Preliminary tests showed significant differences between
the results obtained with low~ and mid-order finite difference
schemes; but no such variations were found between mid- and high-
crder analogues, the temperatures agreeing in these two methods to
five significant figures. Since the computation time is less for
the mid-order znalogues, they were chosen for all subsequent
calculations. All three schemes were programmed, howéver, in
case of a Future need for either quick but siightly inaccurate,

or slow but highly accurate, results.
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5.5.2. Boundary conditions.

Two boundary conditions must be specified before equation (5.13)
can be solved for temperatures.
(i) Upper boundary:
The surface temperature is given.

(ii) (a) Basal heating.

The lower temperature gradient is prescribed in terms of
two effects - the geothermal heat flux into the ice (which can be
expressed as a temperature gradient) plus frictional heating due to
the moticn of the column. All of the heat is applied at the lower
boundary, and hence Q of equation (5.183) is zero. The temperature

~gradient is then

T, V
a b
( 8

§E)boundary - Z(YG * JK) (5.14)

- In the above Yg is the geothermal heat flux, T is the base stress

and J is the mechanical equivalent of heat.

(b) Layer heating.
The heating produced within the ice is spread throughout
its vertical extent, and Q is non-zerc. This type of heating has been
discussed in Chapter W, section #.1.6. It is easy to show that
the expression for the internal heat Q (which Is now in units of

OC/yr) is

I‘CVTL*e\)8

JK fg T3eved£

Here V is the surface velocity, which for the current model is the
 speed of the entire column, and £ is the depth below the ice surface.
Tt is now assumed that 1 is a linear function, with depth, of the
base stress Ty (1= T £/7). This enables the expression for Q to be
written as the pair of equations:

Kﬂaqeue

Q = B T (5.15)

and
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Vr
A = b (5.15)

J7Z f% égsvedi

Section 5.5.4 gives reasons for the introduction of the parameter A.

The lower boundry condition is then that

96

3z (5.17)

(=37

boundary - ZYG
Other parameters which must be given before (5.13) can be solved are
the surface warming rate (8), the accumulation rate (A), the ice

thickness (Z), the horizontal velocity (V), and the base stress (Tb)-

{(c) lLower temperature is prescribed.
This, as stated in section 5.4,implies that the basal
temperature gradient must change if the ice changes thickness, and is

not therefore a "steady state" as previously defined.

5.5,3. Solution of the steady state equation. Basal heating.

Equation (5.13) when applied at the interior points of the

N-point vertical grid, with some suitable finite difference scheme
gives rise to N-2 simultanecus linear equations in the N unknowns

(the temperatures). The two remaining equations are provided by the
boundary conditions (i) and (ii)a or (ii)b. These N equations are
then solved by a straightforward Gaussian elimination with partial
pivot searching technique: the relevant program has been described
by Flower (1964), and in detail by Carnahan et al.(1868). Tn order to

avoid unreasonably lengthy computation times, N should be less than 100.

Occasionally the values of accumulation rate and surface
warming selected may be so unreal so as to give an 1ll-conditioned
set of equations. Such cases are detected by the program and a
message is printed out to the effect that the resulting temperatures

are unrealistic.
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5.5.4. Solution of the steady state equation. Layer heating.

Since the heating term in this case is a function of temper-
ature, equation (5.13) is no longer linear even when finite differences
are applied, and the méthod of solution given above must be modified.
Consequently the simple iterative scheme outlined below is employed.

{Note that step (i) is only a preliminary manceuver.)

(i) The heating Q is put to zero, and, with the given values
of the parameters, {5.13) is solved as though it were a basal heating
situation. The temperatures so produced are used as an initial guess
to the final sclution.

(i1) A is found from (5.18).

(iii} 0 is then determined from (5.15}.

{iv) This heating is shifted over to the left hand side of
equation {(5.12) and incorporated into the surface warming term 372,

(v) The resulting equation is solved by the method of
section 5.5.3 and a new temperature profile is produced.

(vi) The programme continually returns to (iii) until two
sets of temperatures are produced which agree everywhere to within
1073°C. This constitutes a "minor" iteration.

(vii) The programme recycles back to step (i1i) until two
successive values of A differ by no more than 10 °%. This cycle is
a "major" iteration. This A value is chosen since 1t was found by
experience to give temperatures on successive major Iterations which

agreed to five significant places,.

The actual iterative procedure is somewhat more complex than
the skeleton given above: ia practice, the scheme may be speeded up
by noting the way in which successive values of A change, and a good
guess may be obtained directly, rather than through the currently
computed temperatures. This methoed has the advantage of allowing
divergent mincr iterates to be quickly picked up. When this occurs a
reversion to the last non-divergent 0 is effected and thls value is
then arbitrarily changed less rapidly than the method above would have
it vary. If the new choice is minor convergent the scheme proceeds;
if the A value still produces physically unreal temperatures a new

selection is made from the last good value, which is now varied by an
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even smaller amount. If unreal temperatures are produced even when A
changes by only 10 3%, then it is assumed that no minor convergence is
possible, and that the value of the ice flow velocity (which was
arbitrarily selected) is such that no steady states, as here defined,

are physically possible.,

This interpretation of non-convergence as being physical
incompatibility of the parameters in equation (5.13) with a steady
state is questionable, and should be investigated more thoroughly. Tt
is conceivable that the iterative technique employed is never convergent
for some boundary conditions, rather than that no steady state exists
for the situation chosen. No such exhaustive theoretical study has yet

been attempted, however.

5.5.5. Qutput for steady states.

An example of the output produced on the line printer by the
steady states programme is given in Pig. 5.2. Much of this printout
consists of intermal checks on the input data and the current state
of the computations, so that only the most salient features will be
pointed out here. The present example is for Camp Century in

Creenland.

The first line of data indicates that the grid consists
of 34 points spaced 42 metres apart in the vertical: that the
geothermal heat flux is €.0264°C/metre; that accumulation is
0.3 metre/yr; and that the surface warming is -0.0001°C/year. The
"loop data" are followed by iInformation on the iterative procedure
employed for layer heating. (If basal heating had been desired,
the parameter "SURF.U'", or surface horizontal velocity, would be
negative.) It can be seen that the minor iterations required only
three cycles, and that the major iteration also was three cycles long.
In all, nine iterations were required to solve the very highly non-linear
equation (5.13), a figure which attests to the powerful nature of the
iterative scheme; it also supports the claim that in absence of convergence,

no steady states are possible.
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Once the major iteration has reached convergence, then the
temperature profile is printed out, together with the corresponding
depths. Also printed ave the differences between the temperature at
the current depth and the surface temperature, the observed temper-
ature profile (where this has been determined in the field), the
differences between these two profiles, the computed temperature
gradients, and the "dynamics" velocity which would hold at the various
(%x,v,2,t) points if the ice were mot moving in a columnar manner, but
shearing with no slip at the base. Section 5.6.5 below provides
Further details. Certain other programmed outputs (e.g. second

derivatives of temperature) have been suppressed in this printout.

On the lower right of the output the total amount of heat
supplied to the column by layer frictional heating is compared with
the heat which would be supplied by basal heating for the given
horizontal velocity (i.e. if Q were zero and equation:(E.lu) were

used).

When an observed temperature profile is known and is to be
compared with that computed, the programme user may, if,he S0 desires;
obtain a rough plot of these and of their differences. These are
shown in Tig. 5.3 where the asterisks give the observed profile, the
plus signs give the computed (both with origin on the left), and the
reros give the differences (computed temperature minus cbserved,
with origin vepresented by the right column of dots). Scales are also
given in the figure, but obviously only apply for the computer output
and not for this reproduction. The standard deviation and variance
of the difference between the two curves are alsc printed out at the . .
lower left. The usefulness of graphs and data such as these has '

been discussed in section 4.1.5.
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5.6. Transient state computations.

5.6.1. The method.

As emphasised in section 5.4 above, the transient state

computations imply a totally different approach to the heat

equation, which is now given by (5.11). The following procedure

is now used:

(i) From an initially given temperature distribution with

depth at position x% and time t, the first and second derivatives

are computed using the same finite difference analogues as in

section 5.5.1. Using the known (computed) values of instantaneous

melt, the terms of the right hand side of equation (5.11) may be

a8
evaluated, and (3%03 found.

(ii) The new temperatures at a time At later at each point

of the grid are then determined through

- T
SRR LI L Y&
it g

(5.18)

(i1i)} The new position of the ice column is then found from

the known veloclity:

N CAEAL I Ly

(iv) Any melting Is then found. This occurs whenever the

basal temperature {(for the computation of this quantity see the

(5.19)

following section) is greater than the pressure melting point of the

ice, If meltwater already exists, but the temperature is less than

the pressure melting point, freezing must occur.. As outlined in

section 5.6.3 below, the amount of melt or freeze Is:

L 29

pLZ 32 prescribed )

) ]

computed

where the gradients apply at the lower boundary point.
(v) Continuity is then used to determine the new ice
+hickness and amount of total melt. Equations (5.7b), (5.7¢)

and Figure (5.1} show that

(5.20)



ig7.
BT g1 - A) 1 (A - M)At (5.21)
in which
At dE
A = m(ﬂ—a—f-BV) (5.22)

where E is the surface elevation, and quantities on the right hand
side of the equations are for time t. This allows the new depths
to be computed once M is found. The total melt is found directly
from (5.7¢) and (5.8) to be

pEE o mr - )+ Max (5.23)
Again right hand quantities are current values.

(vi} The programme returns to (i) with the new temperatures

and the integration continues for as long as desired.

This seems a much more straightforward procedure than the
steady state computations, but there are attendant problems, the most
exacerbating being that of computational stability. Before treating
this, however, the guantities which must be supplled to the programme

in order for steps (1) to (vi) to be effected will be discussed.
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5.6.2. Boundary data.

Clearly, the initial temperature distribution must be
prescribed. If the ice is slow-moving, or if the initial point
lies close to =z dome in the surface elevation, then the best
temperatures that can be chosen (in the absence of a measured
profile) are the fixed-column steady state distribution for the
given surface warming, accumulation and thickness. Should the
current computations start at a branch point from ancther flowline,
then the computed temperatures for that peint, found by previous

use of the transient programme, can be utilised.

The flow line along which the computation is to provide

temperatures is divided into 2 number of segments, which may be
arbitrarily spaced apart: In general the segment end points have
been taken at 100 km intervals. The values of accumulation,
surface velocity and temperature, lce thickness, bedrock alevaticn
and geothermal heat flux are determined at each of these points.
A sub-programme then Fits a quadratic to the two segment end points
aghead, and the one behind, the currvent location along the flowline,
and thereby interpolates values of all parameters to that location.
Provision is made during this interpolation to insert a climatic

variation into all of these quantities.

For temperatures the boundary conditions are:

Upper boundary: temperature prescribed and interpclated to the
current location as just described.
Lower boundary:

(a) base temperature prescribed as a constant for the entire
current segment. This is useful only when the ice is
floating over an ocean. In most other cases it is too
restrictive to be physicalily realistic;

(b) If melting or freezing occurs, the base temperature is
set to the pressure melting point once the amount of
melt or freeze has been determined;

(¢) When basal heating occurs, eguation (5.14) is used, the

base stress being found from

3E
Tb = - pg"é")zz (5.2'4)
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Using a backward difference analogue for the bottom temper-
ature gradient and equating this to the left hand =zide of

(5.14), the unknown lower boundary temperature at time t+At
may be computed. For example, for the mid-order analogues,

the gradient is approximated by

3 _ N
35 ° 35 (256 - W88y .+ 368,  -16Q. .+ 30, )

and using (5.1%) it is seen that

12 Y
6y = 0.08(5lv, + )+ 80, . - 380,

N + leeN~ - 30 )

2 3 N-L

{5,25)

Every term in this equation is for time t+At.

(d) When layer heating takes place the term TbV/JK is omitted
in (5.25) above.

5.6.3. Lower boundary phase change.

If the lower temperature is greater than the pressure melting
point, or if melt water already exists, then either melting or freezing
must take place. The heat input at the base is prescribed and is given
by equation (5.14#). Should there be a phase change at the base, however,
the lower tempearature must be the pressure melting point, and the bottom
temperature gradient thus calculated will differ from that prescribed.
The amount of heat available for melting, or which must be accounted for
in freezing, is in that case

sK 96

— [(

36
7 LG, ) ]

5E-computed

) - (

prescribed

where s is the cross-secticnal area of the ice column.

In crder to raise the temperature of the lowest § metres of the
. . § .
ice to melting, an amount of heat L)pc@sdz cals must be supplied. Here
@ is the temperature above the pressure melting point. By assuming that

the temperatures in this small depth are approximately linear with depth,
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the integral becomes JL_90852(§99 cals, To actually melt

27 98 'prescribed
the § metres of ice regquires an additional Lspd cals, where L is the

latent heat of fusion of ice. Comparison of this with the value of
the integral shows that if § is less than 100 metres (it is usually of
the order of millimetres), the heat required to bring the ice to the
pressure melting point is at least one crder of magnitude less than
that required to melt it. Hence the heat required to change the phase
of the lowest & metres is very closely Lspd cals. If this Is equated
to that available, then it is seen that

5o Egi [(%%Jprescribed h (ggacomputed} (5.26)
If & is positive then the phase change is from ice to water, if
negative, lce iz accreted at the lower boundary. Clearly, the melt

rate M is just 8/At where At iz the time step.

5.6.4. Computational stability.

As pointed out in section 5.6.1, the integration procedure
used for temperatures is subject to certain stringent ceonstraints.

In particular, if errors in the computations due to machine round-off
are not to amplify exponentially with time, the time and space
increments must satisfy some inequality. The form of this inequality
depends on the equation being integrated, sc that it will change
according to whether or not layer or basal heating is applicable.
Only the inequality for the latter case will be dealt with here;

the former case may be derived in an analogous manner. The following
steps are first taken:

(i) Equaticn (5.11) is written using crude forward differences
for the time derivative, and low-order centred ones for The vertical
derivatives.

(ii) The temperature 9 is replaced by 8% + ¢ where 6% Is the
exact value of temperature and = is the corresponding error.
(111} ¢ is assumed to be a Tunction of time and space such that

g = a(t)p(z).
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1
1
Equation (5.11) then transforms into

B,sin T2 where 1 = 1,2,3...N-1.

(iv) b(z) is expressed by ig =

a(t+at) Ui ., mr , A(l-2) + Mz sin wr/N
oy - Lo Atlgmpy singy + ThE T 1+ it

in which only one component b{(z) has been considered. TFor the
integration to be stable and ¢ not to increase with time we require
la(t+at)/alt)| < 1. This is satisfied by (a) ¢ < 0 and (b} At < 1/|y].
Inasmuch as the maximum value of (sin wr/N)/{(tan wri/N) = 1/wAz
eriterion (a) requires ik > (A(l-z)+M )%u Since the melt is generally
negligibly small this reduces to approximately AZ < 4wk = 600 miyr L.
Generally high accumulations are associated with small ice thicknesses,
so that this criterion is almost invariably fulfilled. Certainiy it

has never been violated in any case treated so far. Criterion (b)

requires that

At < AzZ(bk + [A(L - 2) + Mz] %)_1

or with
kK = 50 mlyp ! and 2 . = 0
min
Az?
At m vears (5.,27)

The programme zllows the user to select his own value of the
time step if he so desires, and so long as it satisfies the inequality
(5,27) it will be used in preference to a more computationally efficient
one. If, however, the time step becomes too large for the stability
criterion to hold, it is immediately reset to 80% of the right hand side
of (5.27). If the shortest possible computation time is desired, then
the programme constantly revises the current value of the time step being
used, so that the maximum possible At consistent with the stability
eriterion is employed. Computational instability has not been encountered
in the present programme. Calculations in which (5.27) has been viclated

have been made, and instability has invariably resulted.
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5.6.5. Additional computations,

Besides the calculations discussed above, certain ancillary
computations are carried out, but only at the end of each segment.

The more interesting of these are:
(i} One-way dielectric absorptions.

This has already been treated in sections 4.5 through 4.9, -
As regards the programme, the experimental data (Fig. 4.8, taken from-

Robin, Evans and Bailey 1969) is fitted by the polynomial:

D = 6.0+ 0,3897146 + 0.01117546% + 0,14983x10 363 + 0,736291x10 4gk

where p is the absorption per it distance (dk/m), and & is between 0 and:

~60°C. When 8 lies betwesen -60 and -100°C, the linear extrapolation
o = 0,00308(100 + &)

has been used to extend Fig. 4.8.

The absorption is taken as zero for temperatures below -100°C,
and given an extremely high value (10%) for temperatures above the prassure

melting point.

The total one-way dielectric absorption in the vertical (P) is then

z2=0
P = -2 J D 4z
g=1

(i1} Horizontal velocity.

The temperatures computed on the assumption of columnar flow may
be used to determine the velocity along the flow line at any z-point,:
assuming no slip at the lower boundary and some predetermined flow law.
These "dynamics" velocities will, of course, be inconsistent with the
medel calculations but are still valuable for the reasons given in section

3.3.

The current programme stores a table of the common logarithm of

octahedral shear strain rate as a function of temperature and octahedral
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shear stress (see Table 3.1). This table is used tc determine the
velocity-depth profile from the temperature and shear stress profiles
in the following manner:

(a) Find the temperature at a given point.

(b) Determine the octahedral shear stress (given by v2/3 pg gg £)

and hence its common log.
{c) Use values of {a) and (b} to locok up the table for the

corresponding entry, znd then take the antilog - this gives shear strain
rate when multiplied by v8 - and thus %{%%J at the point in question.
{d) Tntegrate this with respect to depth, from 2z = 1 to 2 = 0,

with Vb = 0 to obtain the velocity at all points of the grid.

This method of determining the dynamics velocity from the
temperature profile has also been used in the fixed column model.

2

(iii) The lcocal rate of change of temperature at any point - (at

.
This quantity allows a guick check to be made as to how closely

the current transient profile approaches that of the fixked column with
. . 30
constant warming rate (cf. section 5.4). For close agreement (5%-F

should vary only slightly with depth.
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5.6.6. Output for transient states.

An example of the computer printout for a transient state
calculation is given in Fig. 5.%. As with the steady state output,

Fig. 5.2, only the most important features will be pointed out.

The first row of data gives the values of base stress as
computed from the data, the instantaneous melt, M, and the total
melt, M,in metre/year. The last quantity should be compared with
the wvalue near the bottom of Fig. 5.4 in the entry "integrated current
melt" which iz the total melt, uncorrected for the horizontal divergence
of the column as it meoves. The current melt is also repeated here, with

a greater number of significant digits.

Current values of bedrock elevation, accumulation and other
relevant parameters are then given, together with their climatic
changes (here all zero), and the coefficients of the quadratic fitted
to the segment data (see section 5.6.2 above). The quantities of the

main table have already been fully discussed above.

At the right of the main table are given the depths of parcels
of ice originally at the surface., In the example, parcel 1 was at the
surface when the computation started and has now reached a depth 3017
metres; parcel 2 was at the surface at the beginning of the second
segment and now is 2278 metres below that level; and so forth. The time
taken for each segment is printed Immediately below the main table,
followed by the total distance moved. For the current example, the
third segment is under computation, and the column has moved 220.115 km
from the beginning of the flowline. That is, it has moved 20.115 km

along the third segment, and has taken 1160 years to move that distance.

An interesting and important piece of information is given in
the last line of the output. The time step at the beginning of the
segment was 20.0 vears (see second line of data under the heading
"T.INC"), but during the computation (at 1780 years, to be precise)
the Ice has thinned sufficiently for the stability "criterion"
(equation 5.27) to be in danger of being violated. The programme has

detected this and has vreset the time step to 17.98 years.
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The total one-way dielectric absorption is 46.009 db; that at
any depth in the ice may be read from the main table. The absorption
temperature (defined by equation (M4.64)) is -21°C., These parameters

were introduced and discussed in section 4.i.

The only parameter needing to be clarified is that labelled
"implied surface lapse rate'". This has been discussed in section 4.2.5,
and is merely the quasi-horizental gradient of surface temperature '
divided by the horizontal gradient of elevation along the flowline.
Without climatic change in either variable, this ratio is the same as
that of the total derivatives of these quantities, given in the two

entriez Immediately above.

This completes the outline of the computer-medelling procedufes
and operations. We come now te the results cbtained for the Antarctic

ice cap.
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6. RESULTS OF TEMPERATURE CALCULATIONS.

6.1. Basal temperatures.

A number of different maps of basal temperature have bheen
constructed from different calculations. The column model steady state
calculations have provided a coverage for some 300 independent points
spread over the Antarctic area., The flowline calculations have provided
a coverage for some 50 continuous flowlines. An additional column
calculation has been carried out for high values of the geothermal heat
flux. All these have been based on the balance velocity distribution.

A further column calculation has been carried out with velocities one

half of those needed for balance.

As was pointed out in section 4.3 the base temperature is exitremely
sensitive to the input dat%. In particular slight errors in the values of
h Vi

t surface warming § = ——, or ice thickness Z,

base gradient Yy = 0

e
make considerable errors in base temperature.

Beczuse of these errors the output values have in most cases only
been conteoured to 10°C intervals. This shows the major trends and conforms
with the input data smoothing. Minor differences of up to 5°C in basal
temperature are not considered significant. It will be noticed that the
large scale trends as well as the maps from different input data show

changes much larger than this.

An earlier flowline output map was given by Budd, Jenssen and Radok
(1270) in which only about half the present flowline density was achieved.
The present density now brings the flowline output up tc a density

comparable to that of the columm coverage.
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6.1.1. Column model basal temperatures.

The vresults of the simple column model calculations are
illustrated in Map (4/la). The data used include: ice thickness Z
(Map 1/3), accumulation A (Map 1/5), surface warming S (Map 2/5,
assumed constant with depth), surface temperature GS (Map 1/6), and

base gradient y, (Map 3/3).

The values of geothermal flux gradient used are

2.2 °C/100 m East Antarctica (qG nv 1.2 peal em Zsec 1)

2.6 °C/100 m West Antarctica (qG ~ 1.t uycal cm 2sec 1)

Map 4/1q. Base temperatures for balance (column model) ebl -oC.

For each of 300 positions the basal temperature has been calcul-
ated from the heat conduction in a vertical column with a con-
stant warming rate with depth, using the input data from the
previous maps for ice thickness, accumulation rate, surface
temperature, base gradient, and surface warming. IThese basal
temperatures show similar cold areas inland and melt regions
near the coast as the flowline rvesults of Map (4/1b) but certain
warmey regions inland tend to occur further upsireanm.
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Map 4/1b. Basal temperatures from flowlines & —°C.

by
From the maps of ice thickness, accumilation rate, surface
temperature, velooilty and basal stress, temperature depth
profiles have been caleulated following ice columme along
52 repregsentative flowlines to the coast. The resulting
baszal temperatures have been contoured each -10°C and for
pressure melting point (P.M.). The shaded areas indicate
bottom melting or freezing. In general the inland areas
of high bedrock tend to be coldest. The basal temperatures
tend to rise to pressure melting towards the coast and ice
ghelf basins, and also in regions of low bedrock.

§6.
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The resultant pattern is very expressive of the character of
the major features of the Antarctic. Superimpesition of this map on
the map for bedrock elevation (1/4) or ice thickness (1/3) shows that
the cold basal regions tend to cccur on high bedrock, whereas the warm

regions tend teo occcur in regions of low bedrock.

The predominant features in East Antarcticas appear to be the
cold areas with basal temperatures of about -30°C over the Gamburtsewv
Mountains and inland Oates Land and Terre Adelie. From there the .
temperatures tend to warm up to about pressure melting near the coast.
Two anomalous warm regions (greater than -5°C) show up in thick ice
near Vostck and between Plateau Station and the Filchner Ice Shelf.
These regions are the areas in which we expect melting would most likely
accur if large scale melting indeed exists in the interior of East

Antarctica.

In West Antarctica two major cecld regions exist in association
with the thin ice of the two high regions (gveater than 2,500 m) of the
Whitmore Mountains, and the Executive Committee Range. From these aveas
the ice tends to warm up approaching the coast and the inland boundaries

of the major ice shelves,

Thus on the large scale most of the melt regions appear to be
connected to the sea. However it will be shown from the flowline

profiles in Chapter 7 that small isolated melt regions may also ocour.
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6.1.2. Flowline model basal temperatures.

The fiowline calculations use approximately the same data as
those used for the column model calculations but Incorporate more detail
along the flowlines and less in between them. The other major difference
is that the flowline calculations use as input the surface temperaturs
along the flowline instead of the calculated warming rate (constant with
depth) of the column calculations; for the flowline the warming ratelis
determined in the course of the calculations by the time integration and
hence may vary with depth. This means that the flowline calculations
should give a better representation in regions where marked changes occur
along a line of flow. The flowline basal temperatures are therefore not
as sensitive to changes in surface warming and base gradient as are the
spot value column model temperatures. Hence the flowline calculations

tend to smooth out or reduce small scale variations along the flow.

The vesults of some 50 flowlines have been contoured independently
of the column results and are given in Map (%/1b). In spite of the-
differvences in calculation procedure the maps for the two models ave gquite
similar with respect to the major features. Tor minor features there
appear tc be general discrepancies of ~ +5°C and displacements in position
matching of v 4200 km. These are well within the expected limitations of

elther model.

The predominant cold interior (to -30°9C) with warming to pressure
melting towards the coast and major ice shelf basins are common to both

maps. The major regions of cold and warm also appear to correspond.

However the warm areas of the intericor of East Antarctica appear
to be somewhat downstream of the corresponding column model areas. This
may be a feature of the smoothing and lagging of the basal temperatures

behind surface changes in the flowline calculations.

Even though there are a number of digsimilarities the degree of
agreement is strong enough to allow the confident use of the column model
coverage as a powerful diagnostic tool to study deviations from this
first balance-velocity model. The following two maps show examples of

this.
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6.1.3. High geothermal flux and melt rates.

The fixed column model coverage of section 6.1.1 has been
repeated with high values of the geothermal flux In order to study
the effect of this unknown parameter on the output. The values
chosen are

3.3 °C/100 m Fast Antarctica (qG " 1.8 peal cm 2sec l)
2

Yo
Ya

3.9 °C/100 m West Antarctica (qG v~ 2.1 pcal om 4sec 1)

From the histograms given in section 4.2.3 it appears that
these values are well above the average for their expected types
of geological background, and so we might expect the true conditions
to lie between these and those used for Map(#/la).,but probably much

closer to the latter.

The resultant basal temperature contours are given in Map(4/lc).
The main effect of increasing the geothermal heat flux has been to
increase the base temperatuves and melt rates everywhere. This effect
is most noticeable in the central zones where the base gradients are
small whereas at the cozst the temperature increase is proportionally

much smaller.

The most noticeable change 1s the appearance of a large melt
zone in East Antarctica. The warmer zones of the earlier Map (4/la)
have been extended and raised to pressure melting. However 1t is
interesting to note that this melt zone is still surrounded by cold
ice everywhere. The temperatures of the cold area have also been
ralsed by about 10°C. In West Antarctica only small zones near the
major mountain ranges have remained below melting. The melt rates are

small, around 1 mm yr_l

1

in central Rast Antarctica, ingreasing to over
3 mm yr ! near the coast and under parts of the thick ice in West

Antarctica.

We notice that this map for high geothermal heat flux shows a
pattern of interior melt similar +to that given by Zotikov (1963). The
values of basal flux used by Zotikov were chosen high to include the
effect of basal fricticn. However we see from the base gradient (Map
3/3) that this effect strongly increases towards the coast. In

addition the effect of horizental advection, or suwface warming, was
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not included in Zotikov's model. Since both base gradient and suprface
warming are small inland and increazse towards the cozst, with opposite
effects on the base temperature, the similarity of Map (4/Llc) with
Zotikov's may be vegarded as a result of the two additional complexities

somewhat cancelling each other's effects.

Map d4/le.  Basal tempergture

(colum model, high geotherymal fiux) o =el,
3

The basal temperatures have been calculated from the steady
state column coverage for a balanced state as for those of
Map (4/1la) except that the geothermal heat flux has been
increased by 50% to 1.8 and 2.1 vpeal em™Zsec=! for East and
West Antarctica respectively. The main pattern featurss are
stmilar to 4/1la but the temperaturves on the average are about
10°C warmer inland causing wide aveas of meliing to develop
in both East and West Antavctica (hatched zomes). Melt rate
contours (at 1 mm yr=! intervals) ave shown by the broken
lines inside the melt azones.
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6.1.4, Half-balance velocities.

In order to examine the importance of the assumption of balance
velocities for the resultant base temperature distribution we turn to
the formula (4.58) for base temperature
erf y Vai (5.1)

e e S

Since the velocity V also affects the base gradient according to

- (5.2)

we may write (6.1) as

T, V

b erf v Vai
JK) v " E 2E(y)] (8.3)

6. = -

. 8 Z[(YG +
. erf y .

Inland where V is small the term Yq —w§—-dom1nates, so that unless

V is increased greatly the base temperature is little affected. As

the coast is approached the term

T
b erf y oA
Vs = - = 2E(y)] (5.4)
becomes important. Thus the effect of an increase in V is to
accentuate the existing base temperature trend whereas a decrease

in V reduces the existing trend.

The column model coverage of (4/la) has heen re-run using
V = % V where V 1s the original balance valeccity distribution of
Map (2/2). This value has been chosen because a number of authors
(Giovinetto et al 1966, Loewe 19867, Bardin and Suyetova 13867) have
suggested that the total Antarctic ice sheet may be out of balance
by as much as a factor of two - with an excess in gain over loss.
This could occur if the actual velocities were around one half of

the balance wvelocities.

The resultant basal temperature distribution is shown in
Map (4/1d). 'The similarity with the earlier Map (4/la) is quite

apparent. The inland basal temperatures agree very cleosely.
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However approaching the coast the temperatures are now not guite so

warm; also the contrast between the various cold and warm peglons is

somewhat reduced.

—

Map 4/1d. Basal temperatures
(colum model, % balance velocity) b

~2(,

by
The base temperatures here have been obtained from the
first eolumn coverage using the same data as for

Map (4/1a) except that the veloeities have been taken
as half the balance velocities. This represents a
considerable change in the state of bdlance yet

because the velocity affects both the surface advection
as well as the base gradient only comparatively minor
changes result in the base temperatures.

§6.

The overall similarity between the two Maps(u/laland{u4/1d)with

quite different input velocities indicates that the assumption of

balance velocities is not too critical as far as the basal temperatures

are concerned. It must be realised however that near the coast the

shapes of the temperature-depth profiles may have been altered much

1
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more than the base temperatures by the change in the flow velocity.
The profiles for higher velocities will have temperature gradients
at the surface and the bed (near the coast) with aimost double the
gradients of the lower velocity temperature profiles.\ If we were
to increase the input veloecities rather than decrease them we could
expect a greater effect on the basal *temperatures inland because
the friction heating there is only a small proportion of the basal
heat flux. Such an increase in velocities would have a similar

effect as the increase in gecothermal flux discussed in section 6.1.3.

Since the restrictive balance assumption appears to have not too
severe an effect on the bhase temperatures we now proceed to evaluate
the many other features and conseguences of the temperature
distribution derived from the flowline calculations for conditions

of zero mass balance.
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6.2. Temperature-depth gradients at the surface.

The temperatures in the upper zones of the ice sheet are the
easiest to measure. This makes the vertical temperature gradient in
the surface layer, say below the firn layer of density less than

0.9 gm cm 2, a useful guide to the temperature profile as a whole.

The output surface gradients from the flowline calculations
are illustrated in Map (4/2). These may be compared with the few

measured temperature-depth gradients in Map (1/7).

oot e pan

2

s n
S

Mop 4/2. Temperature-depth gradient at the surface
(computed) v, °C/100 m.

The surface temperature-depth gradient of the temperatiure
profiles obtained from the flowline caleulations has been
plotted and contoured. These gradients range typically from
over +1°C/100 m inland to -2°C/100 m near the coast. A

most interesting feature is the gzero gradient line about half
way separating an inner sone of positive from an outer belt
of negative temperature-depth gradients. The few measured
values available as shown in Map (1/7), show « similar
general trend of variation.

§6.
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The most important feature in Map (4/2) is the transition
from positive to negative gradients about halfway out from the central
inland regions to the coast. The values decrease typically from
+1°C/100 m inland to less than -2°C/100 m near the coast. The positive
values inland are associated with the small horizontal motion in areas
with low values of y = vAZ/2<. From equation (4.52) in this case the
surface gradient is approximatel% YGe_yz. It can be seen from Map (3/6)
for v, and from Fig. 4.6 for e , that these high positive gradients are
approximately 0.4 x 2.2 °C/100 m i.e. 40% of Yy, @8 expected.

The measured values of Map (1/7) show reasonable agreement in
form with these vesults. The values along the Vostok-Casey line
decrease from +0.6 to -2°C/100 m towards the coast, and the values

inland of Mirny are quite similar.

In the inland region the shallow gradients of the U.S. Queen
Maud Land traverse alsc show a weak trend from slightly negative near
the South Pole to positive in the region of Plateau Station. Budd
(1969) has pointed out that in absence of climatic change the rate of
rise or fall of the ice sheet may be calculated from the surface

temperature-depth gradient Yq according to

Ay
T (6.5)

ot A
A much larger number of precise measurements of these surface
gradients to greater depths will be vequired before they can be
reliably used to thus diagnose the present state of balance of

the 1ce sheet.
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6.3. Depth of minimum temperatures.

From the flowline output of temperature profiles the relative
depths E/Z of the temperature minima have been read off and are shown
contoured in Map (4/3). In the central zone where the surface gradients
are positive the minimum temperature cccurs at the surface. However as
the negative surface gradients develop the minimum temperature moves
closer to the base. Hence its relative depth values increase typically
from zero to up to 0.5 in some areas near the coast. It is of interest
that the interpolated value for Byrd Station of between 0.3 and 0.4
agrees reasonably well with the value of 0.37 observed in the Byrd

borehole.

Map 4/3. Relative depth of minimum temperature (_F,/Z)e

The relative depth of the minimum temperature iz shown man
as a fraction of the total ice thickness. Inland where the
gurface gradient is positive the minimum is at the surface.
Approaching the coast where the gradients typically become
negative and larger the depth of the minimum approaches half
the ice thickness.
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By using the surface temperature SS (Map 1/6), base gradient
Yy (Map 3/3), surface gradient Yq (Mzp 4/2), base temperature 0y
(Map 4/1) and relative depth of the minimum temperature (E/Z)e '
(Map 4/3) a reasonably good approximation to the complete man

temperature profile at any position may be sketched.
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6.4, Mean column temperature

For many purposes, such as the study of longitudinal stresses
and strain rates in the ice, the mean temperature through the column (8)
is a useful parameter. This value has been calculated from the flowline

temperature profiles as

@|
J =
"—l
3
D
[a N
&

(6.6)

The resultant distribution of mean column temperature is illustrated

in Map (4/4).

Map 4/4. Mean temperdture of ice column 8 °C.

For many studies such as the longitudinal stress and strain
rates in the 1ce it is desirvable to know the mean temperatures
through the thicknese. Their pattern of variation is very
similar to that of the surface temperature but inland, where
the surface gradients are positive, the average temperature

is significantly warmer than the surface temperature whereas
towards the coast the average approaches the surface tlemper-
ature,



§6.4

132.

Because the surface gradients are small the pattern shows great
similarity to the pattern of surface temperatures. Where the
surface gradients are positive the mean is generally considerably
warmer than the surface whereas for negative surface gradients
they are much closer. Thus the values of 8 increase typically
from about -45°C in central Dast Antarctica to about -20°C near

the coast.



§6.5

133.

6.5. Dielectric absorption temperature.

The results of the absorption temperature calculations as described
in section 4.4 are shown in Map (4/5). Since the dielectric absorption
increases greatly with temperature the absorption temperature is strongly
influenced by the warm basal layers of the ice. Hence as we would expect
the absorption temperatures tend to lie between the average column temper-
atures and the basal temperatures. In these circumstances it remains to
be tested, by use of measured echo strength variations when they become
available, whether this concept is a useful means of studying the
variations in the temperature structure of the ice from one region to

another.

Map 4/5. Diélectric absorption temperature ea —of,

The absorption temperatures have been calculated from the flow-
line temperature calculations as the temperature corresponding
to an equal isothermal column of the same total absorption. IThe
pattern ig similar to that of the mean ice colum temperature
and shows an inerease typically from -45°C in inland EBast
Antaretica to about -20°C near the coast.
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Total dielectric absorption.

The total one way dielectric absorption in the ice from top

to bottom has been calculated from the flowline temperature profiles

as indicated in sections 4.4 and 5.6.5. Its large scale variations

are illustrated by contours in Map (4/6), with values in dB.

Map 4/6. Total dielectric absorption (one-way) P dB.

The total one-way dielectric absorption of radio waves in the
ice has been calculated from the flowline temperature profiles
and the absorption-temperature relation of Fig. 4.8 from Robin
et al (1969). The absorption values show a marked dependence
on surface temperature and ice thickness. Over the larger part
of Bast Antarctica, the absorption is below 20 dB. The highest
absorption coeurs in West Antarctieca where very low bedrock
oceurs with high ice thickness, and a relatively high surface
temperature.

In order to appreciate the significance of Map (4/6) we consider

the order of magnitude of typical echo strengths. For a radar sounding

instrument with a systems performance of 165 dB we take a relatively high



§6.6
135.

reflection loss of 20¢ dB, leaving 145 dB. For a typical ice thickness
of 3,000 m the dispersion loss is 20 log;; 3,000 = 95 dB.

This leaves only 50 dB., Hence if the one-way absorption in
this case is greater than 25 dB we may expect the echo to be lost,
Thus cne-way absorptions less than say 20 dB may be termed '"low", and

those above 30 4B as "high".

With this terminology we notice that most of Fast Antarctica has
comparatively low absorption, with the exception of a high zone inland
of Casey. In contrast to that of East Antarctica, where the ice tends
to get colder as it gets thicker, the thick ice in Byrd Land is
associated with very low bedrock and surface elevations less than 2,500 m.
In West Antarctica therefore we find a central zone of thick relatively
warm ice with high absorptions, surrounded by thinner low absorption ice

towards the coast, and the ice shelves and Fast Antarctica.

The difficulty of obtaining echoes in high absorpticn regions
is not absolute, but depends on the systems performance of the instfument.
At present it appears that the performance level will be below about
200 4B for some time yet. The possibiliity of covering the whole ice
sheet is discussed further in connection with the combined absorption=

dispersion map (section 6.9).
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6.7. Partial dielectric absorption.

In order to assess the scope for receiving echces from layers
within the ice the absorption in the top 1,000 m of the ice has been
calculated (see output example, Fig. 5.4). The detection of these
internal echoes depends on many factors such as the wavelength of the
radar, the readout system, etc. However for a given situation the
variation from place to place is largely dependent on the absorption

in the upper layers.

The one-way dielectric absorption to 1,000 m is shown in
Map (4/7), with valves in dB. The pattern is very similar to the
pattern of surface temperature and the mean temperature of the
column. This is because the small temperatwe gradients in the upper
layers of the ilce make the femperature in the top 1,000 m close to

the surface temperature.

By comparison with the total absorption the values here are
quite small. The trend is a smooth increase from about 3 dB in the
centre of East Antarctica to 10 dB near the coast. In West Antarctica
the values are somewhat higher, reaching about 14 dB near the coast.
The subsurface layers generally have high reflection losses but even
so the low values of absorption make this region especially suitable
for studying internal echoes. Robin et al.{(1970) have already shown
a substantial set of records of continuous subsurface layers in this

region.
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Map 4/7. Partial dielectric absorption (0-1,000 m, one-way) Py gog_dB.

The one-way dielectric absorption to the 1,000 m depth in the ice has’
been contoured to indicate the ease of obtaining reflections from
internal layers to that depth in the iece sheet. The pattern is similar
to that of the surface temperature Map (1/6), with the additional
variation expected from the surface temperature-depth gradient patitern
Map (4/2).
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6.8, Absorption per unit depth.

In order to indicate the temperature effect on the total
absorption more clearly we divide the total absorption (P) by the
ice thickness (Z) to give the absorption per wnit depth (P/Z).
This is equivalent to the mean absorption over the thickness.
Although not as clear an indicator of the temperature of the ice
as the absorption temperature, the mean absorption is much simpler
to calculate and follows directly from the measured ice thickness

and attenuation.

“The output mean one-~way absorptions from the flowline
calculations are illustrated in Map (4/8) which shows contours in
dB/km. There is a smooth trend of incresse similar to that in
temperature from the inland with values of 5 dB/km to the coast
with values of about 15 dB/km. The irregularities of the total
absorption {(Map U/6) associated with the regions of different ice

thickness are now largely eliminated.

Again we need a large coverage of measured attenuation
values to assess the usefulness of this parameter as an indicator

of the temperature structure.
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Map 4/8. Absorption per wnit depth (one-way) P/Z dB km™ !,

By isolating the temperature effect in the attenuation of
radar pulses this attenuation can serve as a guide to the
temperature structure. The total one-way dielectric
absorption (4/6) has been divided by the ice thickness to
give the absorption per wunit depth. [These 'specific’
absorptions show a marked similarity to the pattern of the
average columm temperatures (4/4) and hence may be «
useful measure of that temperature.

£6.
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£.9. Attenuation from absorption and dispersion.

The variation in radar sownding echc strength from place to
place is more closely vepresented by combining the dielectric
absorption and path length dispersion intc a single map. This has
been done by adding twice the dielectric absorption (2F) from Map
(4/6) to 20 logjy Z where the ice thickmess Z (Map 1/8) is in metres.
The resultant two-way attenuation 21 is shown in Map (4/9). This
highlights the regions of thickest ice as the major zones of high
attenuation: viz. central West Antarctica, and East Antarctica
inland of Wilkes (Casey) and Mirny. The thick ice region in West
Antarctica with its lower elevation and higher temperature has much

the higher attenuation.

With a reflection loss of about 20 dB it appears that the ice
thickness in most of East Antarctica should be measurable by the
present systems performances available., TFor the highest attenuations
in West Antarctica it appears that z systems performance in excess of

190 dB will have to be achievéd to cover all large-scale areas.

Superimposed on the above broad scale coverage local anomalies
may exist of up to about 100 km in extent with quite different
attenuations from those shown by the map, without implying significant
variations from the steady-state model. However any systematic large
scale deviation of measured values from the computed ones would be a
valuable guide for interpreting the temperature structure of the ice,
and especially for filling in detail between measured temperature

profiles at isolated locations.
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Map 4/9. Total radar signal atteruation (two-wey) 21 dB.

The total rvadar attenuation (211) in the ice has been calcoulated
from the two-way dielectric absorption (2P) and the dispersion
proportional the square of the ice thickness (Z) according to
Robin et al 1969) by

m = P + 10 logjg2

where 7 is takenm in metres, and T, P in dB, In addition to
these attenuation valueg the reflection coefficients (~0-30 dB)

have also to be included for caleulating returned echo strength.

On the whole echoes may be expected with present equipment over
most of the Antarctie, on the average, except in Byrd Land and
posaibly inland of Mirny and Casey.

56.
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6,10, Dynamics velocity.

One of the major aims in calculating the temperature
distribution throughout the ice sheet has been to use this
temperature distribution to calculate the velocity distribution
of the ice from the flow law of ice and the shear stress
distribution. At this stage it seems fair to say that this aim
is rather optimistic, because of three main reasons. Firstly,
the assumptions on which the temperature calculations are based,
such as the steady state condition and the geothermal flux values,
may be considerably in error, thus giving rise to errors in the
calculated temperatures. BSecondly, the flow law of ice is not
sufficiently well known, especially for strongly orientated ice,
to allow accurate velocities to be calculated with confidence.
Thirdly, the temperature distribution is very sensitive to some of
the input data, and the velocity profile is very sensitive to the
temperature distribution. Hence, rather than regarding the calculated
dynamics velocities as realistic estimates, we consider them primarily
as valuable diagnostic indicators of possible errors in the simplifying

assumptions made for the temperature calculations.

With these limitations in mind we examine the distribution of
dynamics veleocities of Map (4/10) corresponding to the steady state
temperatures of Map (4/la) provided by the first column medel. No
corresponding values are given for the flowline calculations which
were started before the dynamics velocity routine had been incorporated
into the computer program. Although dynamics velocities are now
available for a number of flowlines they do not yet suffice for the

construction of relisble contours.

Considering the complex problems and assumptions involved, the
output balance velocities In Map (4/10) have a reasonable measure of
resemblance to the pattern of the input balance velocities, but with

several large anomalies. The main similarity is the broad scale

1

increase from about 2 m yr ! in central East Antarctica to about

! near the coast. This large scale variation shows the output

50 m yr_
dynamics velocity near the coast to differ from the balance velocity

by a factor of about two, and in most cases to be lower than (i.e.



§6.10

153,

Map 4/10. Dynamics veloeity (colwmi model) vy yr L,
Velocity profiles have been caleulated from the fixed columm
temperature profiles using the flow law of ice from Table 3.1
and the shear stress proportional to the surface slopes o,
Map (3/1) times the depth below the surface £. The values
show a general trend from 2 m/yr inland to about 50 m/yr near
the coasteabout half the balance velocities. Anomalous high
and Tow velocity regions exist over regions with warm and
cold base temperatures.

about half of) the balance velocity in Map (2/2). This agrees with
the tenative conclusicns reached about the balance velocity earlier
(sections 3.3 and 6.1.4) but there are many other possible
explanations, such as:

(i) the values chosen from Fig. 3.2 for the flow law parameter
may be too low;

(ii) the actual temperature distribution may not be in steady

state - i.e. long term climatic changes may not be negligible;
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(iii) the ice sheet dimensions may not be in steady state;
(iv) the accumulation might not have been steady at the
present rate;
(v) the gecthermal flux may differ significantly from that
assumed;
(vi) the relation between stress and velocity used for the
dynamics calculations might not hold on the scales used here;
(vii) the fixed column model for temperatures might not be

satisfactory.

Major anomalies to the general trend in the dynamics velocity
are shown shaded and stippled in Map (4/10). They consist of two
high velocity regions in central East Antarctica and three low
velocity regions towards the Transantarctic Mountains of East
Antarctica. It is cobvious from the column model base temperatures
(Map 4/la) that the high velocity zones are associated with high
basal temperatures and that the low velocity zones occur where the
hasal temperatures are low. The diagnostic conclusion here is that
the calculated dynamices velocities point to base temperatures which

are too high and too low in these respective zones.

It is interesting to note that the basal temperatures result-
ing from the flowline calculations (Map u4/1b) do not show these
exaggerated high and low temperature zones as pronouncedly as the
column model caleculations. The limited dynamics velocity data
available from flowline calculations suggests a broad scale trend
similar to that cobtained with the column model but without the severe
anomalies of Map (4/10¢). This inspires more confidence in the
accuracy of the flowline model method and suggests that peint (vii)
may be the major cause of the anomalies. However the general tendency
of the dynamics velocities to be lower than input balance velocities

neads some further comment.

As regards (i), the choice of the flow parameter, the most
interesting difference between Antarctic ice and laboratory ice is
the existence of strong crystal orientation fabrics, especially in the

lower layers of the ice sheet. These however may be expected to enhance
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the deformation rates of the Antarctic ice rather than lower them.
Hence the use of ice flow parameters based on laboratory experiments is

not thought to be the cause of the generally lower dynamics velocities.

The reasons (ii) and (iv) above involve some deviation from
steady state. This 'is believed to be the major cause of the general
discrepancy between dynamics and balance velocities and constituted

one of the main peints it was hoped this project would clarify.

Concerning the remaining factors (v) and (vi) it appears that
littlie more of value can be done economically, other than experiments
with a range of different input values, until further measurements
become available. We note however that the dynamics vélocities
corresponding to the high geothermal flux values give velocities in
East Antarctica which appear to be far too high (i 102 m/yr). This
further supports the calcuiated base temperatures of Maps (4/la) and

(u4/1b).

Since the distributions of velocity and temperature in the Ice
may both be measured independently, the true relations between them may

be gradually worked out as measurements of them become available.
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7. VERTICAL PROFILES ALONG FLOWLINES.

One of the most valuable features of the flowline model
calculations is the ready access to output results in the form
of two-dimensional profiles of all the wvarious parameters as
functions of depth and distance azlong the flowlines. The amount
of information available is wvery large. For some.fifty flowlines
we can examine two-dimensional profiles of all ocutput features,
such as: temperatures, temperature gradients, particle itrajectories,
ages of the ice, warming rates following motion, radar absorption
and attenuation. Morecover it is often useful to view this
information in different presentations for different purposes:
as a sequence of vertical profiies rather than isolines, or in
relative rather than absolute coordinates. Given sufficient
computer time and storage, much of this information could be
presented as machine-cutput contoured plots. For the present
project however we have concentrated on obtaining complete
numerical outputs of detailed vertical profiles of the various
pavameters each 20 km along each flowline. TFrom this basic data
various parameters have been selected for several profiles drawn
up for illustration. Thus, although the output data is readily
accessible for the complete coverage of the flowlines of Map (2/la),
only a few typical examples will be given here to illustrate the
main points of interest in the vertical profiles through the

flowlines.
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7.1. Particle trajectories.

From the printout of depths reached by different ice particles
each successive 100 km along the flowline (see Fig. 5.4), smooth
particle paths have been drawn for several flowline sections as shown
in Profiles 1 and 2. A typical trajectory has a steep descent at the
surface of the inland region, flattens out towards the base, and
follows the basal contours to the coast. As the horizontal velocity
increases towards the ceoast the trajectories start at a much flatter

angle.

The trajectories crowd much closer together near the base. In
fact the total vertical strain can be obtained directly from the vertical
distances between the trajectories at different distances along the flow-
line. This feature is useful in the determinaticn of the history of

change of the crystals undergoing deformation.

Combined with the ages of the ice (cf. section 7.2) the traject-
ories give a clear picture of the history of the ice. The present
trajectories calculated for steady state also correspond to the ice
fiowlines, but for non-steady state the two would differ. The use of
stable igotope ratios e.g. 0l8/01% (eof. Lorius 1968, Dansgaard and
and Johnsen 1969, Epstein, Gow, Sharp 1970) provide a valuable means of
examining the course of the trajectories as well as the history of
climatic change. The mean isotope ratio of the snow over a number of
vears has a strong dependence on the annual mean surface temperature
(cf. Picciotto 1967) and thus on the gecgraphical locaticn. By
determining these values on the ice cap surface along a flowline, and
also their variation with depth in several boreholes along a flowline,
the particle trajectories for steady state can be deduced. Thelr
differences from calculated trajectories allows the variation from

steady state and the course of any climatic change to be studied.

Finally the trajectories may be combined with the profiles of
other parameters, such as the ages of the ice and the isotherms, to
indicate the way various features of the ice have changed with time
and the course of its travel. Examples of such combinations are shown

in Profiles 6 and 9.
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7.2. Ages of the ice.

From the flowline output the depths and ages of the ice particles
since their deposition on the surface have been plotted at 100 km
intervals along the flowlines and smooth lines drawn through points of
equal ages. These have been labelled "isochrones' and several examples
are shown in Profiles 1 and 2. In effect these lines represent the
subsequent positicns of the early surfaces of the ice at depth inside the
ice sheet. Taken together with the particle traijectories these profiles

alse illustrate the horizontal strain and displacement in the ice.

Any features assoclated with the surface of the ice sheet at a
barticular time, for example volcanic ash and other fallout, become
associated with such an isochrone within the ice sheet at a later
period. Periods of melting or of different types of snow surface become
stratified as depicted by the isochrones. This concept is particularly
promising with regard to the recently observed subsurface echoces and
"layers™ in the ice obtained from the radar echo sounding cf. e.g. Robin
(1969), Robin et al.(1970). The isochrones undergo a gradual transition
from the shape of the surface to the shape of the bted as they descend
threough the ice sheet. This also seems to apply to many of the subsurface

radar echoes.

The plan map of the ages of the ice for the whole of the Antarctic,

Map 2/8, was obtained from these flowliine values, by reading off the ages
at the 50% and 90% depths at 100 km intervals along each flowline and
plotting these over the whele ice sheet. In the lower layers the age

lines crowd closely together and times beyond the 90% depth become very
unreliable, especially when they extend beyond the major variations of

the last ice age. Here the assumption of steady state is unlikely to be
applicable. The two flowline Profiles 1, Vostok-Wilkes and through Byrd,
illustrate the clear contrast in ages noted in Map(2/8)for East and West

Antarctica.

The advent of downhcle sampling techniques, cf. Oeschger et al
(1967} and low carbon content counting techniques, cf. Ceschger et al
{1966), premise wvaluable checks of these steady state ages - perhaps
back as far as 50,000 years. (ther unstable isotopes e.g. Cl36, Al26,
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may be useful for greater ages. From such dating measurements with
interpretation by flow medels the true age distribution of the ice may

be determined.

It is important to note that the age-depth relations here
depicted, although calculated for steady state, still give a better
representation than the simple formula for constant strain rate in a

uniform slab viz.

dz
dt

A
Z

This is because the variations In A, Z, and V along the flowline have

been incorporated naturally into the calculations.

2
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7.3. Isctherms.

The temperature profiles for the flowline cutput have been
pilotted at 100 km intervals along the route and smooth curves drawn
through peoints of equal temperatures in the ice. These equal temper-
ature curves are labelled "isotherms'. FExamples of the isotherm patterns

along flowlines are shown in Profiles 3 and Uu.

The general shape of the isotherms consists of trends to warming
towards the base and towards the coast. An interesting feature is the
iine joining the most forward points of the isotherms. This line
represents the depth of the minimum temperature of a vertical column
along the route. This line first appears below the surface when the
temperature-depth gradient at the surface becomes negative, cf. Map(u4/2)
and also Maps(1l/7)and{4/3). From here the line generally moves deeper

Intc the ice towards the coast.

The isotherms show up the trend from positive to negative surface
gradient guite clearly by the reversal of slope appreaching the surface.
The way in which the cold surface temperatures inland become to some extent
"fossilised at depth in the coastal ice is well illustrated by the

combined isotherm and trajectory Prefiles 6 and 9.

The isotherms nearest the base tend to partly adopt the shape
of the bed, but it should be noted how low bedrock depressions can also
bring in new warmer isctherms. Similarly bedreock rises can penetrate

up into colder isotherms.

Combined with the trajectories the isotherms chow the rate of

warming as the ice flows outwards te the coast.
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7.4. Temperature profiles.

In additicn to the isotherms illustrated above the temperatures
in the ice can also be illustrated by a sequence of temperature-depth
profiles aleng the flowline, as shown in Profiles 5 and 6, or with
relative depth in Profiles 7. How the shape of a typical temperature
distribution in an ice mass varies with the main parameters (ice thickness
Z, accumulation rate A, surface warming rate 5 and base gradient Yb) has
been discussed by Radck et al (1970). The results of that general study
are useful here for ewplaining how the temperature profiles vary along

the line of flow. Some general comments follow.

(1) Increased ice thickness tends to increase the base temperature
up to a certain depth, but if the surface warming rate is high, further
increases in ice thickness lead to lowering of the base temperatures.

{ii) Increased accumulation rates tend to make the temperature
profiles more isothermal.

(111} Increased surface warming rates make the surface gradient
more negative and base temperatures cclder.

{iv) Tncreased base gradients make the base temperature warmer.

Now a striking feature is that as the ice colum moves outward to
the edge these variables tend to oppose one another Iin their action.
Typically the ice thickness decreases and the accumulation rate Increases
so that the parameter y = /KE7§Evonly varies slowly. The increasing warm-
ing rate and increasing base gradient alse have opposing effects on the

Dase temperature.

The general pattern of variation is for small positive surface
gradients in the interior, such that deep ice has warm basal temperatures
and shallow ice cold basal temperatures. As the coast is approached both
negative surface and positive base gradients increase in magnitude so that
the base temperatures only warm up slowly. Again in depressions the

warming is enhanced while over rises the base becomes colder,

The diagram with relative depth coordinates shows more clearly
the trend of increase in temperatures with time and distance. From
these the warming rates at different depths can be deduced from the
digplacement of the profiles in the temperature field. The temperature

gradient magnitudes however are distorted by this relative scale.
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The thecretically convenient concept of constant waming rate with
depth is rendered unrealistic by the lack of uniformity along the flowline.
The magnitudes of the warming rates have been obtained from some of the
flowline calculations. However a clearer understanding of how the warming
rate of a column varies with depth and distance along a flowline may Le
obtained by reference to the relative depth temperatures of Prefiles 7.

It can be seen that in the upper layers the warming rate averaged over

a large scale may be considered appreoximately constant. However in the
basal layers there is a great deal of variation. Ice flowing into
depressions tends to have high basal warming rates, while for ice flowing
out of such depressions the warming rates may even turn negative. Finally
it appears that a general improvement over the constant warming rate
assumption could be achieved by adopting values which decrease with depth

according to the horizontal velocity, as suggested in section 4.1.7.
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'7.5. Dielectric absorption.

The dielectric absorption of radar waves from the surface to
various depths (one way), as calculated according to section 5.6.5 has
been plotted at 100 km intervals along a number of flowlines. The
isolines of absorption in 4B have been constructed from these and some

examples are shown in Profiles 8 and 9.

The general pattern is that of an increase of absorption with
depth; the rate of increase also becomes greater at the base. There is
morecver a trend of increase of absorption at The same depth with
increasing distance towards the coast. Both these effects are associated

with the increase in temperature.

It is interesting to note that the iso-absorption lines near the
bed tend to some extent to follow the configuration of the hed i,e. at
the same depth lower absorption is found in deep ice than in shallow ice.
However the deep layers introduce new high absorption levels which make
the totzl absorption to the bed much greater. In fact the patterns of
Profiles 8 and 9 clearly show how echoes are lost in troughs due to the
very high absorption walues in the basal layers. This zsssumes other
factors, such as the reflection ceefficient, remain constant. In some
cases of depressions the increase of basal temperature may result in
pressure melting being reached, with the consequence of a meltpool being
formed in the depression. Such pools could account for stronger echoes
raecaived from a deep trench which would cotherwise have caused a loss of

eche, of. Robin et al. (197C).

The total attenuation due to both abscrpticn and dispersion is
even: more greatly affected by ice thickness and thus enhances the trend

of loss of echo strength in bedrock depressions,
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Temperature-relative depth profiles at different distances
along the Byrd flowline (top) and the Vostok-iilkes flowline
(bottom: broken curve gives the temperatures measured in
the Byrd borehole, after Gow et al (1968))
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7.6. Dynamics velocity profiles.

The profile output information is very valuable for studying
the variation of horizontal velocity with depth in the ice and with
distance along a flowline. The dynamics velocity as discussed in
sections 3.1 and 6.10, has been calculated directly from the flow law
of ice, using the caleulated profiles of temperature and shear stress
through the ice. These dynamics velocities are therefore not directly
related to the input balance velocities. For the present flowline moael
the input balance velocity has been taken as constant with depth. The
calculated dynamics velocity profiles allow an assessment of this

simplification.

As an example of the dynamics velocity distribution a series of
velocity depth profiles on a relative depth scale are shown for 200 km
intervals along the flowline to Mirny in Profiles 10. The increasing
distances between the profiles over short time Intervals represents
the increasing strain rates towards the coast. The magnitudes of both
the velocity and the strain rate along the line are remarkably similar

to the correspeonding balance values given in Maps{2/2)and{(2/3}.

The shapes of the profiles show the comparatively uniform velocity
in the upper part, with most of the shear concentrated near the base.
This is more clearly brought cut by the relative-velocity/relative-depth
profiles alse shown in Profiles 10. The concentration of the shear towards
the base increases towards the cozst as the basal shear stress and baszal

temperature both increase.

The ratio of the average velocity through the column to the
surface velocity increases from v 85% at 100 km to ~ 92% at 1300 km.
This high concentration of the shear into the basal lavers indicates
that several of the simplifying assumptions used here become reascnable
approximations. The longitudinal and vertical strain rates as well as
the velccity are all nearly constant with depth in the upper layers.
The horizontal heat advection tends to be falrly uniform with depth.
The basal heating is a reasonable apppoximatiom; 2.g., in the 1300 km
position of the Mirny line 88.7% of the total fricticnal heating is

produced in the lowest 10% of the thickness. These features make the
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velocity profile not greatly different from ideal basal sliding.
Consequently our simple flowline model becomes a good approximation for

the temperature calculations.

The success in obtaining reasonable results for the dynamics
velocities gives us confidence for using them as an indication of the
present state of balance of the ice sheet, and points the way to the
future course of the project. This will be to use the dynamics
velocities with feedback, instead of assumed veloclty values, to
govern‘the motion., A guilde to such future schemes is given in the

final chapter.
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8. TUTURE DEVELOPMENTS.

Although the results cbtained in the first stages of this
project have suffered from a number of drawbacks, they do give a
preliminary indication of the orders of magnitude to be expected for
the various features, and their patterns of broadscale variation over
the ice sheet. This must be regarded as merely a glimpse to highlight
special features and regions of interest for special future study.
The work of providing a detailed realistic picture of the physical
characteristics of the ice sheet, well suppcrted by actual measurements
and not tied te restrictive assumptions such as steady state, is just
commencing. Already a large quantity of new measurements have become
available, which to some extent makes the present study obsolete. The
designation MARK I attached to this particular report is to indicate
that updated versions are planned. However in addition to these
updated versicns new developments are underway to generalise and
automate the study and relax many of the simplifying restrictions
used here. The following sections give an indication of the main

points of this programme.
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8.1. Updated versions.

In order to obtain a rapid turnover from new data to new
results, a streéam-lined system of data collection, evaluation,
compilation, and distribution has to be developed. This is essentially
a multinational task and is assisted greatly by the World Data Centres.
Frequent exchanges of numerical data as well as updated versions of
compilation maps are very valuable to other compilers. Some stream-
lining may be possible by building up data banks of numerical data as
functions of longitude and latitude in fine detail, to allow ready
iarge scale machine plotting, smoothing, contouring, etc. at any
pre-assigned scale. At present the data of importance for the present
purpose include surface elevation, ice thickness, accumulation rate,
and surface temperature., At a later stage information on the longer
term variations of these parameters with time will also become
necessary, for dealing with the non-steady state changes. In
additien to such input data, measurements of some of the cutput
features, such as surface velocity, will alsc bhecome available and
may be used to remove some of the restrictive input assumptions.

The existing computer programmes enable the corresponding new output
to be calculated, as new data compilations become available and new

inputs are prepared.

8.2. Grid coverage.

In order to cope with continually changing input data, the use
of a regular rectangular coordinate erid has a number of advantages
over the flowline coverage. TFirstly, the flowlines change as new
elevation data become available, whereas the specified grid can be
kept constant and if necessary more finely divided. This allows simple
machine plotting and smoothing at any convenient scale. Secondly, the
~grid coverapge allows a relatively simple progression from the two-
dimensional flowline calculations to three-dimensional space variation.
Any data specified in latitude and longitude can be simply transformed
into mean grid values as requived. But it will be necessary to have
much more machine storage and greater speeds to handle the complete

three-dimensional information and calculations.
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8.3. Three-dimensional treatment.

Many features of the flow and temperature fields are
essentially three-dimensional iIn character., Although the flowlines
are satisfactory for the steady state assumption, a three-dimensicnal
treatment is necessary in order to treat growth and decay of ice

thickness and flow rates.

A numerical scheme is being devised at present for the
three~dimensiocnal extension of this study. The basic features of
this scheme include flow in the direction of maximum slope of the
surface, with the magnitude of the velocity Vz at depth z related

to the dimensiens of the ice sheet at that position by

dvz PEOE
= - (8.1)

where o is the surface slope and n a generalised flow parameter,
dependent on stress, temperature, etc, and obtained from a

numerical table by interpoclation.

The heat conduction squation is solved in three dimensions
over the grid incorporating the effects of the velocity distribution
calculated from equation (8.1) above. The flow law parameter 1s
calculated from the temperature distribution by feedback with the
velocity distribution. The continuity equation is used to track the
change in shape and size of the ice sheet with time. By cycling the
program the velocity and temperature distribution are alsco fecllowed

with time.
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B.4. Temperatuve weloclty faadback.

Although the present study introduces temperature and
velocity feedback in the layer heating medel, and calculates
dynamics velocities which result from those temperatures and the
flow parameters, no attempt has been made here to use the
dynamics velocity to control the change of the ice sheet with

time.

By tying the velocity and temperature distributions
together it becomes possible to calculate such changes with time.
In this way the state of balance of the ice sheet at any time
will come out as a vresult, rather than being used as an
assumption. Given a constant climate, i.e. constant temperature
and accumulation distributions (in three dimensions), the
equilibrium state may always be found simply by running the

calculations for long enough.

8.5, Hon-steady state.

The nor-steady state model as described zhove promises to be
a powerful new tool for future ice sheet calculations. Alveady a
certain amount of evidence of climatic variations is available from
other sources e.g. Ipstein,Gow, Sharp (1970), Dansgaard et ail, {1959},
Emiliani (1970). Such estimates of climatic change (temperature and
accumulation} may be used as input data and incorporated with the time
varlations Into the calculations of the varlation of the ice sheet
and its features with time. This will provide vealistic estimates
for the respoense of the Antarctic to the climatic changes of the ice
ages to be evaluated. In addition it may be possible to work backwards

from the present situation to several earlier ice shecl configurations,
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8.6 Incorporation of complex refinements.

With larger and faster computers it will become possible to
include all the detailed complex refinements to the heat conduction
model described in section 4.1. Such refinements include internal
layer heating, variation of thermal parameters with temperature,
variation of flow parameters with history, and variable strain rates

with depth.

In addition several new features can be introduced which were
difficult to incorporate into the present flowline calculations. One
of the most important of these 1s the flow and distribution of the
meltwater produced at the base of the ice sheet. By adding the
equations of the flow of the water to the system its motion can be
calculated from the ice sheet dimensionz. The modifications to
the heat conduction equation due to the refreezing produced can be

readily treated with a grid system coverage.

The addition of a scheme for allowing the flow law parameters
to vary with time makes it possible to study the growth and develop-
ment of the lce crystal fabrics throughout the ice sheet and their

subsequent feedback effect on the fiow and history of the ice.

8.7. Use of measurements of output features.

As measurements of fundamental features, such as the velocity
or temperature distribution, become available these may be used to
determine other unknown parameters more accurately, or with fewer
assumptions. This will be achieved by running a variety of input
values through the program and varying them in such a way as to
approach as near as possible to the measured output values. This

then establishes the "best fit" input values for that model.

On the other hand, if the input values are quite well known,
the model itself may be varied in such a way as o produce the
measured output. This type of continual modification allows the

model to be graduaily improved as new information becomes available.
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8.8. Use of primitive equetions.

Beyond the immediate future an even moys geueral approach
than that propossad above, but requiring even better computer
technology for a complete coverage, conglste of direct use of
the full or “primitiive" equations of equilibrium. An outline

of this procedure is given by Budd and Radok (to be published).

The main peint is to use the complete equations of
equilibeium for stres . rather than the simple velocity gradient
ralation (8.1). Together with a generalised flow iaw, the heat
conduction eguation, the equation of continuity and the water
flow equation, the problem of the veiocity3 stress and temperature
distributions in the ice sheet may be solved. The equation of
continuity then allows the time variation to be calculated as
before.

Such generalisations are not expected to yield much more
at this stage wheve we are dealing only with large scale average

i.e. with horizental scales large compared te the ice

Az more detailed inTormation becomes avalilable however

the effect of longitudinal and transverse strain rates must be

.

considerad bacause they become very important at scales of several
times the ice thickness (Budd 187073. In this case the three-
dimensional stress equations will become needed for determining
the local variations in strain rates and velocity. With present
techniques however 1t 1s unlikely that such a detailed coverage

the entire lce sheet will hecome avallable for some time yet.

=

O
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